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MODIFIED STRONG AND COALITION PROOF NASH EQUILIBRIA. AN EVOLUTIONARY APPROACH

NOÉMI GASKÓ, D. DUMITRESCU, RODICA IOANA LUNG

Abstract. In non-cooperative games one of the most important solution concept is the Nash equilibrium based on the idea of stability against unilateral deviations. In games having more Nash equilibria a selection problem can appear. The modified strong Nash equilibrium and the coalition proof Nash equilibrium are important refinements of the Nash equilibrium that can solve the selection problem. A generative relation for the modified strong Nash and for the coalition proof Nash equilibrium based on nondomination is proposed. Some examples illustrate the effectiveness of the proposed method.

1. Introduction

Game Theory represents a basis for neo-classical microeconomic theory and it is an important research field [11].

A finite strategic game is defined a system $G = ((N, S_i, u_i), i = 1, n)$, where:

- $N$ represents a set of players, and $n$ is the number of players;
- for each player $i \in N$, $S_i$ is the set of available actions, $S = S_1 \times S_2 \times \ldots \times S_n$ is the set of all possible situations of the game and $s \in S$ is a strategy (or strategy profile) of the game;
- for each player $i \in N$, $u_i : S \to R$ represents the payoff function (utility) of the player $i$.

The Nash equilibrium [9] is one of the most important solving concepts in non-cooperative game theory. Playing in Nash sense means that no player has a better chance to improve her payoff while others keep theirs unchanged.
Definition 1. A strategy profile $s^* \in S$ is a Nash equilibrium if the inequality holds:

$$u_i(s_{ij}, s_{-i}^*) \leq u_i(s^*), \forall i = 1, n, \forall s_{ij} \in S_i,$$

where $(s_{ij}, s_{-i}^*)$ denotes the strategy profile obtained from $s^*$ by replacing the strategy of player $i$ with $s_{ij}$.

The problem of detecting the Nash equilibrium is an important computational task. In [8] Nash equilibrium is characterized by a generative relation. A selection problem can appear in games having more Nash equilibria. Several refinements have been introduced to solve this selection problem. One of this is the Aumann equilibrium [1].

This paper is concerned with on two refinements of the Nash equilibrium: the modified strong Nash equilibrium and the coalition proof Nash equilibrium.

2. Nash equilibrium refinements

Two important Nash equilibrium refinements are presented in this section: the modified strong Nash equilibrium and the coalition proof Nash equilibrium.

2.1. Modified strong Nash equilibrium. The modified strong Nash equilibrium is introduced by Ray [12] and Greenberg [6].

Let us consider a finite strategic game $G = ((N, S_i, u_i), i = 1, n)$, and the following notations: $S_I = \prod_{i \in I} S_i$ and $x_I = (x_i)_{i \in I}$.

The following definitions are necessary to introduce the modified strong Nash equilibrium:

Definition 2. For $I \in 2^N - \{\emptyset\}$, $x \in S_N$, $y_I \in S_I$ we say that $y_I$ is blocked by $T \subset I$ given $x$ if there exists a vector $z_T \in S_T$ such that:

$$u_T(z_T, y_{I-T}, x_{N-T}) \geq u_T(y_T, x_{N-T}).$$

Definition 3. $I$ is credible given $x$ if there is a $y_I \in S_I, y_I \neq x_I$, that is not blocked by any credible $T \subset I$ given $x$.

Definition 4. A strategy profile $x \in S_N$ is a modified strong Nash equilibrium if it is not blocked by any credible coalition (given $x$).

Example 1. Game $G_1$. Let us consider the two person game, for that the payoffs are represented in Table 1. The game has a pure Nash equilibria $(B, B)$, but this not an Aumann equilibrium. However this is a modified strong equilibrium, because it can be blocked by any credible coalition.
Table 1. The payoff functions of the two players for game $G_1$

<table>
<thead>
<tr>
<th>Player1</th>
<th>Player2</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>(5,5)</td>
</tr>
<tr>
<td>B</td>
<td>(6,3)</td>
</tr>
</tbody>
</table>

2.2. **Coalition proof Nash equilibrium.** Bernheim [2] introduced the coalition proof Nash equilibrium. A coalition-proof equilibrium is a correlated strategy from which no coalition has an improving and self-enforcing deviation.

**Definition 5.** Let $s^* \in S$ and let $P$ the set of the subsets of $N$. An internally consistent improvement of $P$ upon $s^*$ is defined by induction on $\text{card}(P)$ [7]:

- if $\text{card}(P) = 1$, then $P = \{i\}$, then $s_i$ is an ICI upon $s^*$, if $u_i(s_i, s^*_{N-i}) > u_i(s^*)$;
- if $\text{card}(P) > 1$, then $s^P \in S^P$ is an ICI of $P$ upon $s^*$
  (i) $s^P$ is an improvement of $P$ upon $s^*$; and
  (ii) if $T \subset P$ and $\text{card}(T) < \text{card}(S)$ then $T$ has no ICI upon $(s^P, s^*_{N-S})$.

**Definition 6.** A strategy profile $s \in S$ is a coalition proof Nash equilibrium, if no $P$ subcoalition has an ICI upon $s^*$.

Let us denote by $CNE$ the coalition proof Nash equilibrium.

**Remark 1.** The coalition proof Nash equilibrium is a subset of the Nash equilibrium:

$$CNE \subseteq NE.$$
where \( \text{card}[M] \) denotes the cardinality of the multiset \( M \) (an element \( i \) can appear several times in \( M \) and each occurrence is counted in \( \text{card}[M] \)).

**Definition 7.** Let \( x, y \in S \). We say the strategy \( x \) is better than strategy \( y \) with respect to modified strong Nash equilibrium, and we write \( x \prec_{MS} y \), if and only if the inequality

\[
\text{ms}(x, y) < \text{ms}(y, x),
\]

holds.

**Definition 8.** The strategy profile \( y \in S \) is a modified strong Nash non-dominated (NMSN) strategy, if and only if there is no strategy \( x \in S, x \neq y \) such that \( x \) dominates \( y \), i.e.

\[
x \prec_{MS} y.
\]

We consider relation \( \prec_{MS} \) as the generative relation of the modified strong Nash equilibrium. The nondominant strategies with respect to the relation \( \prec_{MS} \) can be a suitable representation of the modified strong Nash equilibrium.

### 3.2. Generative relation for coalition proof Nash equilibrium.

Consider two strategy profiles \( x \) and \( y \) from \( S \).

We may define the quality \( cn(x, y) \) as:

\[
\text{cn}(s, s^*) = \text{card}[i \in I, \phi \neq I \subseteq N, u_i(y^I, x^{*I}) \geq u_i(x^*), y^i \neq x^{*i}]
\]

\[
+ \text{card}[t \in T, T \neq \phi, T \subseteq I, \phi \neq I \subseteq N, u_t(z_t, y_{I-T}, x_{N-I}) \geq u_t(y_t, x_{N-I}),
\]

\[
y_t \neq x_t, z_t \in S_T],
\]

where \( \text{card}[M] \) denotes the cardinality of the multiset \( M \).

**Definition 9.** Let \( x, y \in S \). We say the strategy \( x \) is better than strategy \( y \) with respect to coalition proof Nash equilibrium, and we write \( x \prec_{CN} y \), if and only if the inequality

\[
\text{cn}(x, y) < \text{cn}(y, x),
\]

holds.

**Definition 10.** The strategy profile \( y \in S \) is a coalition proof Nash non-dominated strategy, if and only if there is no strategy \( x \in S, x \neq y \) such that \( x \) dominates \( y \) with respect to \( \prec_{CN} \) i.e.

\[
x \prec_{CN} y.
\]

We may consider relation \( \prec_{CN} \) as a candidate for generative relation of the coalition proof Nash equilibrium.
4. Evolutionary equilibria detection

Generative relations may be used by evolutionary techniques for equilibria detection.

A population of game strategies is evolved. Every individual is encoded as a $n$-dimensional vector representing a strategy $s \in S$.

An initial strategy population is randomly generated. Population at iteration $t$ may be viewed as the set of current equilibrium approximation.

Simulated binary crossover (SBX) [5] and real polynomial mutation [4] operators are used. The generative relation is used for rank-based fitness assignment.

The evolutionary technique is called the Relational Evolutionary Equilibria Detection (REED), which can be described as follows:

**REED method**

Step1. Set $t = 0$;
Step2. Randomly initialize a population $P(0)$ of strategies;
Step3. Binary tournament selection and recombination using the simulated binary crossover (SBX) operator for $P(t) \rightarrow Q$;
Step4. Mutation on $Q$ using real polynomial mutation $\rightarrow P$;
Step5. Compute the rank of each population member in $P(t) \cup P$ with respect to the generative relation. Order by rank $(P(t) \cup P)$;
Step6. Rank based selection for survival $\rightarrow P(t + 1)$;
Step7. Repeat steps Step3 - Step6 until the maximum generation number is reached.

5. Numerical experiments

The generative relations are used for the rank based fitness assignment. The population size is 300 and the number of generation is 150. The used parameter setting is described in [4].

The experiments have been conducted for ten runs with different random seed generators.

In order to illustrate the proposed technique some discrete and continuous games are presented.

5.1. Experiment 1. Let us consider the following three person game [3], denoted by $G_2$, where the payoffs are represented in Table 5.1. The first player has three strategies, and her payoff is the first value from the triplet. The second player has three strategies, as well, her payoff is the second value from the triplet. The third player has two strategies her payoff is the third value.
Table 2. The payoff values of the three players in the game $G_2$

<table>
<thead>
<tr>
<th>Player3</th>
<th>Player1</th>
<th>Player2</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>(-2, -2, -10)</td>
<td>(-10, -10, -10)</td>
</tr>
<tr>
<td>B</td>
<td>(-10, -10, -10)</td>
<td>(1, 1, 5)</td>
</tr>
<tr>
<td>C</td>
<td>(-10, -10, -10)</td>
<td>(2, -10, -10)</td>
</tr>
</tbody>
</table>

The game has two pure Nash equilibria $(C, C, A)$, the first player plays $C$, the second $C$, and the third plays A. The other Nash equilibrium is $(A, A, B)$. The game has only one modified strong Nash equilibrium $(A, A, B)$, and only one coalition proof Nash equilibrium: $(C, C, A)$. The algorithm detected correctly all these different types of equilibria.

5.2. Experiment 2. Let us consider the game $G_3$ [10], having the following payoff functions:

$$u_1(x_1, x_2) = -x_1^2 - x_1 + x_2,$$
$$u_2(x_1, x_2) = 2x_1^2 + 3x_1 - x_2^2 - 3x_2, x_1, x_2 \in [0, 1].$$

The corresponding payoffs for the Nash equilibrium, the modified strong Nash equilibrium and the Pareto front are depicted in Figure 1. The Nash equilibrium and the modified strong Nash equilibrium are the same, $(0, 0)$ and the corresponding payoff is $(0, 0)$.

5.3. Experiment 3. Let us consider the three players game $G_4$, having the following payoff functions:

$$u_1(x, y, z) = x(10 - \sin(x^2 + y^2 + z^2)),$$
$$u_2(x, y, z) = y(10 - \sin(x^2 + y^2 + z^2)),$$
$$u_3(x, y, z) = z(10 - \sin(x^2 + y^2 + z^2)),$$
$$x, y, z, \in [0, 10].$$

This game has more Nash equilibria, and only one modified strong and coalition proof Nash equilibrium, which is the strategy pair $(10, 10, 10)$, and the corresponding payoff $(110, 110, 110)$. The three equilibria types are depicted on Figure 2.
6. Conclusions

The modified strong Nash and the coalition proof Nash equilibrium are refinements of the well-studied Nash equilibrium. Generative relations for modified strong Nash equilibria and of coalition proof Nash equilibrium are proposed.

An evolutionary approach is presented for detecting the modified strong Nash and the coalition proof Nash equilibria. Some discrete and continuous games are considered for numerical experiments. The experiments illustrate
the effectiveness of the proposed method. A further step can be simulation of games with more players.
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A P SYSTEM DESIGN USING CLONAL SELECTION ALGORITHM

EMAD NABIL¹, AMR BADR², AND IBRAHIM FARAG²

ABSTRACT. Membrane Computing is an emergent and promising branch of Natural Computing. Designing P systems is heavy constitutes a difficult problem. The candidate has often had an idea about the problem solution form. On the other hand, finding the exact and precise configurations and rules is a hard task, especially if there is no tool used to help in the designing process. The clonal selection algorithm, which is inspired from the vertebrate immune system, is introduced here to help in designing a P system that performs a specific task. This paper illustrates the use of the clonal selection algorithm with adaptive mutation in P systems design and compares it with genetic algorithms previously used to achieve the same purpose. Experimental results show that clonal selection algorithm surpasses genetic algorithms with a great difference.

1. INTRODUCTION

Artificial intelligence can be seen as a combination of several research disciplines such as computer science, physiology, philosophy, sociology, biology, physics and chemistry. Enormous successes have been achieved through modeling of biological and natural intelligence [4] resulting in what is called natural computing.

The natural computing can be classified into the three following branches.

• Bio-inspired approaches
• Artificial Life
• Computing With Natural Means

The above branches - depicted in figure 1 with their fields - together with logic, deductive reasoning, expert systems, case-based reasoning and symbolic
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machine learning systems form a big part of Artificial Intelligence (AI). A Brief preview of each category is described below.

Bio-inspired approaches are inspired from nature for the development of novel problem-solving techniques. Bio-inspired approaches include the following fields: Artificial Neural Networks inspired by the functioning of mammalian brain [22, 36], Evolutionary Algorithms motivated by evolutionary biology [21, 34], Simulated Annealing which borrows ideas from the annealing of metals and glasses [7, 30], Swarm Intelligence which is based on the collective behavior of social organisms[8, 20], Artificial Immune Systems inspired by the vertebrate immune system [6, 9, 23, 24, 25] and Growth and Developmental Models which are based upon the growth and development processes of living organisms[31].

The synthesis of natural phenomena using computers is the second branch of natural computing that provides new tools for synthesizing and studying of natural phenomena which can be used to test biological theories that cannot be tested via traditional experimental and analytic techniques. There are basically two main approaches to the simulation and emulation of nature in computers: using tools for studying the fractal geometry of nature and using artificial life techniques[23].

There are a number of techniques for modeling fractal patterns and structures; these techniques include cellular automata [1, 33], L-systems [2], iterated function systems [19, 27, 28], particle systems [37] and Brownian motion [11, 29].

Computing with Natural Means (molecular computing) is the third branch of natural computing that employs natural materials (e.g., molecules) for computing. Computing with natural means is the approach that brings the most radical change in paradigm. The question that led to the thinking and creation of this approach was: "What are the other means or media which can be used to perform computation in place of silicon?" Motivated by the need to identify alternative media for computing, researchers are now trying to design new computers based on molecules, such as: Membrane Computing [13, 14, 15, 17, 18], DNA Computing [16] and Quantum Computing [3].

All forms of molecular computing are currently in their infancy. But in the long run they are likely to replace traditional silicon computers which face barriers in reaching higher levels of performance. This paper will present how clonal selection algorithm, which is inspired from the human body immunity, can be used to help in designing P systems. This paper is organized as follows: section 2 represents a background about P systems. Section 3 deals with the clonal selection algorithm which will be used as a helping tool for designing P systems. Section 4 tackles the problem of designing P systems and the
experimental results of applying the clonal selection algorithm. Finally section 5 gives some conclusions and future work remarks.

2. Membrane Computing

Membrane computing (MC) or P systems, is an area of computer science aiming to abstract computing ideas and models from the structure and the functioning of living cells, as well as from the way the cells are organized in tissues or higher order structures [23]. Membrane computing (P systems) is the branch of Molecular Computing initiated by Gheorghe Paun discussed in a paper entitled Computing With Membranes [15] and this is the reason for calling it P systems.

A P system is a computing model which abstracts the way alive cells process chemical compounds in their compartmental structure. In short, in the regions defined by a membrane structure, one finds objects which evolve according to given rules. The objects can be described by symbols or strings of symbols. By using the rules in a nondeterministic and maximally parallel manner, one gets transitions between system configurations. A sequence of transitions is a computation. With a halting computation, one can associate a result, in the form of objects present in a given membrane in the halting configuration or expelled from the system during computation.
Various ways of controlling the transfer of objects from a region to another and applying the rules, as well as possibilities to dissolve, divide, create, or move membranes, were considered. Moreover, tissue P systems, neural P systems, and population P systems were investigated. Many of these variants lead to computationally universal systems, while several variants with an enhanced parallelism are able to "solve" NP-complete problems in polynomial (often, linear) time, by making use of an exponential space. A series of applications, in biology, linguistics, computer science, management, and many other areas were reported [13].

Formally, a P system with active membranes is a construct of the form below:

$$\Pi = (O, H, \mu, \omega_1, \ldots, \omega_m, R)$$

where:

1. $m \leftarrow 1$ (the initial degree of the system);
2. $O$ is the alphabet of objects;
3. $H$ is a finite set of labels for membranes;
4. $\mu$ is a membrane structure, consisting of $m$ membranes initially having neutral polarizations, labeled (not necessarily in a one-to-one manner) with elements of $H$;
5. $\omega_1, \ldots, \omega_m$ are strings over $O$, describing the multisets of objects placed in the $m$ regions of $\mu$;
6. $R$ is a finite set of developmental rules, of the following forms:

   **a:** $[a \rightarrow v]^e_h$, for $h \in H, e \in \{+, -, 0\}, a \in O, v \in O^*$
   
   Object evolution rules, associated with membranes and depending on the label and the charge of the membranes. Hint: only for simplicity, the label is written only one time outside the brackets and the internal label is omitted.

   **b:** $[a]^e_h \rightarrow [b]^e_h$, for $h \in H, e \in \{+, -, 0\}, a, b \in O$
   
   Communication rules: an object is introduced in the membrane, and possibly modified during this process; the polarization of membrane can also be modified, but its label may not.

   **c:** $[a]^e_1 \rightarrow [b]^e_2$, for $h \in H, e_1, e_2 \in \{+, -, 0\}, a, b \in O$
   
   Out-communication rules; an object is sent out of the membrane, and possibly modified during this process; the polarization of the membrane can also be modified.
\[ [a]_h^e \rightarrow b, \text{ for } h \in H, e \in \{+, -, 0\}, a, b \in O \]

Dissolving rules; in reaction with an object, a membrane can be dissolved, while the object specified in the rule can be modified.

\[ [a]_{h_1}^{e_1} \rightarrow [b]_{h_2}^{e_2} [c]_{h_3}^{e_3}, \text{ for } h, e \in H, e_1, e_2, e_3 \in \{+, -, 0\}, a, b, c \in O \]

Division rules for elementary membranes: in reaction to an object, the membrane is divided into two membranes with the same label, and possibly of different polarizations. The object specified in the rule is replaced in the two new membranes possibly by new objects; the remaining objects are duplicated and may evolve in the same step by rules of type (a). It is possible to allow the change of membrane labels. For instance, a division rule can take the more general form below.

\[ [a]_{h_1}^{e_1} \rightarrow [b]_{h_2}^{e_2} [c]_{h_3}^{e_3}, \text{ for } h_1, h_2, h_3 \in H, e_1, e_2, e_3 \in \{+, -, 0\}, a, b, c \in O \]

The change of labels can also be considered for rules of types (b) and (c). The possibility of dividing membranes into more than two copies or even of dividing non-elementary membranes can be considered. In such case, all inner membranes are duplicated in the new copies of the membrane.

It is important to note that in case of P systems with active membranes, the membrane structure evolves during computation by decreasing the number of membranes, due to dissolution operations and increasing the number of membranes by division. The increase can be exponential in a linear number of steps: using a division rule successively, due to the maximal parallelism, \(2^n\) copies of the same membrane can be obtained. This is one of the most frequently investigated ways of obtaining an exponential working space in order to trade time for space and solve computationally hard problems, i.e. NP-complete problems, in polynomial or even linear time [13].

### 3. The Clonal Selection Algorithm

The clonal selection principle is an algorithm used by the immune system to describe the basic features of an immune response to an antigenic stimulus. The clonal selection principle is depicted in figure 2. The principle establishes the idea that only those cells that recognize the antigens proliferate, thus being selected against those which do not. Clonal selection operates on both T cells and B cells. The immune response occurs inside the lymph nodes. When an animal is exposed to an antigen, some subpopulation of its bone marrow’s derived cells (B lymphocytes) respond by producing antibodies. Each cell secretes only one kind of antibody, which is relatively specific for the antigen. By binding to these immune receptors, with a second signal from accessory
cells, such as the T-helper cell, an antigen stimulates the B cell to proliferate (divide) and mature into terminal (non-dividing) antibody secreting cells, called plasma cells. While plasma cells are the most active antibody secretors, large B lymphocytes, which divide rapidly, also secrete Ab, albeit at a lower rate. While B cells secrete Ab, T cells do not secrete antibodies, but play a central role in the regulation of the B cell response and are core in cell mediated immune responses. Lymphocytes, in addition to proliferating or differentiating into plasma cells, can differentiate into long-lived B memory cells. Memory cells circulate through the blood, lymph and tissues, probably not manufacturing antibodies [32], but when exposed to a second antigenic stimulus commence differentiating into large lymphocytes capable of producing high affinity antibody, preselected for the specific antigen that had stimulated the primary response. Figure 2 depicts the clonal selection principle [10]. The main features of the clonal selection theory are described below:

- the new cells are copies of their parents (clone) subjected to a mutation mechanism with high rates (somatic hypermutation);
- elimination of newly differentiated lymphocytes carrying self-reactive receptors;
- proliferation and differentiation on contact of mature cells with antigens
- The persistence of forbidden clones, resistant to early elimination by self-antigens, as the basis of autoimmune diseases.

The analogy with natural selection [24] should be obvious, the fittest clones being the ones that best recognize antigen or, more precisely, the ones that are triggered best. For this algorithm to work, the receptor population or repertoire has to be diverse enough to recognize any foreign shape. A mammalian immune system contains a heterogeneous repertoire of approximately $10^{12}$ lymphocytes in human [32], and a resting (unstimulated) B cell may display around $10^5 - 10^7$ identical antibody-like receptors. The repertoire is believed to be complete, which means that it can recognize any shape.

In our case the repertoire contains P systems; each p system will represent an antibody. The best antibody achieves the smallest difference from our target (solution). The smallest difference is zero in our case. Look at subsection 4.1. for more details about the affinity measure.

4. The Problem and Experimental Results

Designing a P system evaluation rules in order to perform a specific task is a hard job. In many cases, the designer has an idea about membrane structure, initial multi-sets and approximately the set of rules necessary to describe the
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Figure 2. The clonal selection principle, small resting B cells created in the bone marrow, each carry a different receptor type. Those cells carrying receptors specific for the antigen, proliferate and differentiate into plasma and memory cells.

P system, but a small mistake in the description of the initial configuration or in the set of rules can lead to undesired consequences [12].

In this paper, an example of designing a P system using the clonal selection algorithms is presented. In order to do this, some information about the problem should be known, namely: membrane structure, initial multi-sets and approximately the set of rules necessary to describe the P system.

The clonal selection is applied on designing a simple p system for computing a simple mathematical operation, namely, square of 4. Clonal selection results will be compared with the previous work that solved the same problem using genetic algorithms; we used the same set of rules for repertoire initialization and the same affinity measure used in [12].

An initial repertoire of rules will be generated. Such repertoire will be evolved according to the clonal selection algorithm using cloning and mutation in order to reach the desired P system, of course by the help of a predefined affinity measure.

Only rules of type (a) and (d), namely evolution and dissolution rules respectively are used in our experiments. The initial repertoire is considered to have the same configuration, the initial configuration goes as follows.

\[ \Pi = (O, H, \mu, \omega_1, ..., \omega_m, R_i) \]

- The alphabet \( O = x, y, z, m, n, u, v \)
Table 1. The set of rules $R$

<table>
<thead>
<tr>
<th>Rule</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_1$</td>
<td>$x \rightarrow xy_a$</td>
</tr>
<tr>
<td>$r_2$</td>
<td>$y \rightarrow yc_a$</td>
</tr>
<tr>
<td>$r_3$</td>
<td>$c \rightarrow y_2a$</td>
</tr>
<tr>
<td>$r_4$</td>
<td>$x \rightarrow yc_a$</td>
</tr>
<tr>
<td>$r_5$</td>
<td>$m \rightarrow n_a$</td>
</tr>
<tr>
<td>$r_6$</td>
<td>$n \rightarrow u$</td>
</tr>
<tr>
<td>$r_7$</td>
<td>$n \rightarrow m_a$</td>
</tr>
<tr>
<td>$r_8$</td>
<td>$u \rightarrow v_a$</td>
</tr>
<tr>
<td>$r_9$</td>
<td>$m_a \rightarrow y$</td>
</tr>
<tr>
<td>$r_10$</td>
<td>$n_a \rightarrow x$</td>
</tr>
<tr>
<td>$r_11$</td>
<td>$u_a \rightarrow c$</td>
</tr>
<tr>
<td>$r_12$</td>
<td>$v_a \rightarrow x$</td>
</tr>
<tr>
<td>$r_13$</td>
<td>$x \rightarrow \lambda_b$</td>
</tr>
<tr>
<td>$r_14$</td>
<td>$y \rightarrow \lambda_b$</td>
</tr>
<tr>
<td>$r_15$</td>
<td>$y \rightarrow c_a$</td>
</tr>
<tr>
<td>$r_16$</td>
<td>$c \rightarrow \lambda_a$</td>
</tr>
<tr>
<td>$r_17$</td>
<td>$v \rightarrow m_a$</td>
</tr>
<tr>
<td>$r_18$</td>
<td>$v \rightarrow y$</td>
</tr>
</tbody>
</table>

- The set of labels $H = a, b$
- The membrane structure $\mu = [a]_b$
- The initial multisets $w_a = x^2ym, w_b = \Phi$
- $R$ is the set of rules such that $R_i \in R$, $R$ is explained in table 1.

4.1. The Clonal Selection Algorithm. The clonal selection algorithm with the properties described in section 3 is depicted below as Pseudocode.

Begin
$t = 0$;
Initialize initial repertoire $p(t)$;
Identify the affinity function;
Validate repertoire;
Evaluate $p(t)$;
While (condition) do
Begin
  $t = t + 1$;
  1. Select $C$ from $p(t-1)$;
  2. Clone $C$ to form $C'$;
  3. Mutate $C'$ to form $C''$;
  4. Validate $C''$;
  5. Select individuals from $C''(t)$ and $P(t-1)$ to create $P(t)$;
  6. Metadymanics;
End
End

A brief explanation of each function in the clonal selection algorithm is depicted below.

- Initial repertoire Initialization
  The initial repertoire is initialized with a randomly selected subset of rules, which are depicted in table 1. The maximum number of rules in each individual is 14 rules.
• Repertoire Validation
The validation is made by ensuring that: for each P system and each membrane. No two rules are triggered by the same object, i.e. if a P system $\prod_1$ contains the following rules:

$r_1 : [n]_a \rightarrow x$
$r_2 : [n]_a \rightarrow c$
$r_3 : [n]_a \rightarrow x$
$r_4 : [x \rightarrow xyz]_b$
$r_5 : [x \rightarrow \lambda]_b$

Two rules from $r_1, r_2$ and $r_3$ are selected randomly to be removed from $\prod_1$; also one rule is selected randomly from $r_4$ and $r_5$ to be deleted.

• Repertoire evaluation and affinity measure
The affinity measure is defined to select the highest affinity individuals. According to our example square of 4, the affinity measure is the absolute difference between the count of object $z$ in membrane $b$ in the halting configuration of the P system and the expected number of such objects in the ideal state, i.e., 16 objects of $z$. In order to prevent non-ending computations, the number of computations is limited to 20 steps.

• The selection mechanism
The repertoire is evaluated, then the highest affinity members are selected in order to be cloned. The mutation operation is performed on the cloned members. The new population’s individuals are selected from the old one and from the mutated cloned members. This ensures that our population is continuously enhanced by time. Results show that selecting the best individuals is always better than replacing the old generation by a new one.

• Mutation
Mutation is applied as follows: Given a rule $[x \rightarrow y]_h$ such that $x \in O$, and $y \in O^*$, the mutation operator changes the object $x$ by one from $O$ other than $x$, or the object $w$, such that $w \in y$, by one object from $O - \{w\}$ or by $\lambda$.

For a dissolution rule $[x]_h \rightarrow y$, the mutation operator changes the object $x$ by a different one from $O$, and $y$ by a different one from $O \cup \{\lambda\}$.

• Metadymanics
To keep repertoire diversity, and enhance the exploration of solutions in space, a number of randomly generated individuals from the set of rules $R$ are added in each iteration to the repertoire.
- Algorithm setting
  The following setting is used in our experiments; this setting is the same setting mentioned in [12] to enable us compare both algorithms:
  Repertoire size = 30 individuals, maximum number of generations = 30.

4.2. Experimental Results. Table 2 explains a comparison between 4 experiments using genetic algorithm depicted from [12] and three experiments using clonal selection with a new mutation mechanism. Each experiment consists of 30 runs. Genetic algorithm uses a fixed mutation rate in each experiment while we use clonal selection with mutation ranges which are applied as follows: The first experiment mutation range was from 0.1 to 0.4. The second experiment mutation range was from 0.5 to 1.0. The third one was from 0.1 to 1.0. It is clear from observing clonal selection results that low mutation rates give good results. On the other hand, it is too difficult for high mutation rates to find a solution. This situation is reversed in genetic algorithm cases where high rates find a solution with great difficulty, and low rates find no solutions.

Table 2. A comparison between clonal selection algorithm and genetic algorithm

<table>
<thead>
<tr>
<th>experiment</th>
<th>Clonal Selection</th>
<th>Genetic Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mutation</td>
<td>successful runs</td>
</tr>
<tr>
<td>1</td>
<td>0.1 to 0.4</td>
<td>17/30</td>
</tr>
<tr>
<td>2</td>
<td>0.5 to 1.0</td>
<td>0/30</td>
</tr>
<tr>
<td>3</td>
<td>0.1 to 1.0</td>
<td>15/30</td>
</tr>
</tbody>
</table>

Instead of the usual mutation method we used an adaptive mutation mechanism, i.e. mutation value is proportional to the individual affinity, high affinity individuals have low mutation value and low affinity individuals have high rate of mutation. This proposed adaptive mutation takes into consideration that good solutions don’t distorted too much, on the other hand low affinity solutions needs more changes, so we assign it higher mutation rate.

One can also observe that there is no significant difference in results between the first mutation’s range (0.1 to 0.4) and the third one (0.1 to 1.0). This is because the range (0.1 to 0.4) is applied in the two cases, and the best individuals are chosen to be included in the new repertoire.

Cloning makes the repertoire almost full with good solutions, which means that the algorithm can fall in a local optimum solution. However this is prevented by using meta-dynamics mechanism which adds randomly initializes
individuals to keep repertoire diversity. This maintains the balance between exploration and exploitation.

It is clear that clonal selection algorithm surpasses genetic algorithm, at a time when genetic algorithm finds one solution from 30 runs, clonal selection algorithm find 17 solutions from 30 runs. This is because of cloning and adaptive mutation which differentiates between individuals according to an affinity value. Furthermore, clonal selection algorithm finds more than one solution in the same run. This is a very important advantage, where one can choose the most appropriate initial configuration and structure when one uses this algorithm in designing a P system for more complex problems. It also finds solutions before reaching half of the maximum generation’s number in most runs. This means that the algorithm converges are very fast.

Plingua simulator [16] is used for calculating the affinity of each P system in the repertoire. One of the best P system’s rules that achieved affinity measure is depicted in table 3. Table 3 rules are used for generating a plingua code illustrated below. This code is executed and the generated output determines the affinity of these rules. A graphical representation that explains the plingua code execution is depicted in figure 3.

```plaintext
@model<membrane_creation>
def numOfZs()
{
    @mu = [[]'a]'b;
    @ms(a) = x,x,y,m;
    @ms(b)=#;
    [z-->z,z]'a; [y-->m]'a; [v]'a-->y;
    [n-->u]'a; [u]'a-->n; [x-->z,z]'a;
    [m-->n]'a;
}
def main()
{
    call numOfZs();
}
```
5. Conclusion and Future Work

Membrane computing is an interesting area of research. Designing a P system to solve complex real world problems is not easy, and the researcher has no alternatives to do this hard task by hand. Moreover, Membrane Computing solutions to real-life problems need to be quite precise in the design in order to find a sharp simulation of the processes [35]. For all these reasons, the candidate explored the use of Clonal Selection Algorithm as an aid for designing P systems and as an alternative of genetic algorithms. Results show that clonal selection can find 17 solutions out of 30 runs while genetic algorithm finds one solution out of 30 runs.

Many questions arise regarding the automation of P systems design using Clonal selection algorithm. One of them, the affinity measure, being the most complex factor, discusses how the researcher can determine that a P system is better than another. In the candidate’s example, a simple problem is used, but in more complex problems, it needs more work. The second question is what about the mutation which is responsible for the repertoire maturity. In this paper, mutation is applied to only objects, but it could be applied to membrane structures, polarizations, activation and inactivation of rules.

Another issue is what the appropriate selection method is, which is more adequate for such types of applications. Meta-dynamics also needs a deeper
view, and it could be implemented by applying very high mutation rates to a number of selected members besides adding some new randomly generated ones.

In this paper, the use of clonal selection algorithm is just illustrated as an aid in designing a simple P system, but the target is to use clonal selection in more complex real world problems. Hybridization between bio-inspired approaches [9], depicted on figure 1, may be used for the automation of P systems design, and may result in benefits better than clonal selection only, so this is another open point of research.
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AN EXPERIMENT ON PROTEIN STRUCTURE PREDICTION USING REINFORCEMENT LEARNING

GABRIELA CZIBULA, MARIA-IULIANA BOCICOR AND ISTVAN-GERGELY CZIBULA

Abstract. We are focusing in this paper on investigating a reinforcement learning based model for solving the problem of predicting the bidimensional structure of proteins in the hydrophobic-polar model, a well-known NP-hard optimization problem, important within many fields including bioinformatics, biochemistry, molecular biology and medicine. Our model is based on a Q-learning agent-based approach. The experimental evaluation confirms a good performance of the proposed model and indicates the potential of our proposal.

1. Introduction

Combinatorial optimization is the seeking for one or more optimal solutions in a well defined discrete problem space. In real life approaches, this means that people are interested in finding efficient allocations of limited resources for achieving desired goals, when all the variables have integer values. As workers, planes or boats are indivisible (like many other resources), the Combinatorial Optimization Problems (COPs) receive today an intense attention from the scientific community.

The current real-life COPs are difficult in many ways: the solution space is huge, the parameters are linked, the decomposability is not obvious, the restrictions are hard to test, the local optimal solutions are many and hard to locate, and the uncertainty and the dynamicity of the environment must be taken into account. All these characteristics, and others more, constantly make the algorithm design and implementation challenging tasks. The quest
for more and more efficient solving methods is permanently driven by the
growing complexity of our world.

Yet, for COPs that are \( NP \)-hard, no polynomial time algorithm exists.
Therefore, complete methods might need exponential computation time in
the worst-case. This often leads to computation times too high for practical
purposes. Thus, the use of approximate methods to solve COPs has received
more and more attention. In approximate methods we sacrifice the guaran-
tee of finding optimal solutions for the sake of getting good solutions in a
significantly reduced amount of time.

Reinforcement Learning (RL) [1] is an approach to machine intelligence in
which an agent can learn to behave in a certain way by receiving punishments
or rewards on its chosen actions.

In this paper we aim at investigating a reinforcement learning based model
for solving a well known optimization problem within bioinformatics, the
problem that refers to predicting the structure of a protein from its amino acid
sequence. Protein structure prediction is an \( NP \)-complete problem, being one
of the most important goals pursued by bioinformatics and theoretical chem-
istry: it is highly important in medicine (for example, in drug design) and
biotechnology (for example, in the design of novel enzymes).

The model proposed in this paper for solving the bidimensional protein
folding problem can be easily extended to the problem of predicting the three-
dimensional structure of proteins. Moreover, the proposed model can be gen-
eralized to address other optimization problems. To our knowledge, except for
the ant based approaches [2], the bidimensional protein structure prediction
problem has not been addressed in the literature using reinforcement learning,
so far.

The rest of the paper is organized as follows. Section 2 presents the main
aspects related to the protein structure prediction problem. The reinforcement
learning model that we propose for solving the bidimensional protein folding
problem is introduced in Section 3. An experiment is given in Section 4 and
in Section 5 we provide an analysis of the proposed reinforcement model, em-
phasizing its advantages and drawbacks. Section 6 contains some conclusions
of the paper and future development of our work.

2. PROTEIN STRUCTURE PREDICTION. THE HYDROPHOBIC-POLAR MODEL

The determination of the three-dimensional structure of a protein, using
the linear sequence of amino acids is one of the greatest challenges of bioin-
formatics, being an important research direction due to its numerous applica-
tions in medicine (drug design, disease prediction) and genetic engineering
(cell modelling, modification and improvement of the functions of certain proteins). Moreover, unlike the structure of other biological macromolecules (e.g., DNA), proteins have complex structures that are difficult to predict. Protein structure prediction is an important problem within the more general protein folding problem, and is also referred in the literature as the computational protein folding problem [3]. Different computational intelligence approaches for solving the protein structure prediction problem have been proposed in the literature, so far.

An important class of abstract models for proteins are lattice-based models - composed of a lattice that describes the possible positions of amino acids in space and an energy function of the protein, that depends on these positions. The goal is to find the global minimum of this energy function, as it is assumed that a protein in its native state has a minimum free energy and the process of folding is the minimization of this energy [4].

One of the most popular lattice-models is Dill’s Hydrophobic-Polar (HP) model [5].

In the folding process the most important difference between the amino acids is their hydrophobicity, that is how much they are repelled from water. By this criterion the amino acids can be classified in two categories: hydrophobic or non-polar (H) - the amino acids belonging to this class are repelled by water; hydrophilic or polar (P) - the amino acids that belong to this class have an affinity for water and tend to absorb it.

The HP model is based on the observation that the hydrophobic forces are very important factors in the protein folding process, guiding the protein to its native three dimensional structure.

The primary structure of a protein is seen as a sequence of n amino acids and each amino acid is classified in one of the two categories: hydrophobic (H) or hydrophilic (P). A conformation of the protein $\mathcal{P}$ is a function $C$, that maps the protein sequence $\mathcal{P}$ to the points of a two-dimensional cartesian lattice such that any two consecutive amino acids in the primary structure of the protein are neighbors (horizontally or vertically) in the bidimensional lattice. It is considered that any position of an amino acid in the lattice may have a maximum number of 4 neighbors: up, down, left, right.

A configuration $C$ is valid if it is a self avoiding path, i.e the mapped positions of two different amino acids must not be superposed in the lattice.

Figure 1 shows a configuration example for the protein sequence $\mathcal{P} = HHPH$, of length 4, where the hydrophobic amino acids are represented in black and the hydrophilic ones are in white.

The energy function in the HP model reflects the fact that hydrophobic amino acids have a propensity to form a hydrophobic core. Consequently the energy function adds a value of -1 for each two hydrophobic amino acids
Figure 1. A protein configuration for the sequence $P = HHPH$, of length 4. Black circles represent hydrophobic amino acids, while white circles represent hydrophilic ones. The configuration may be represented by the sequence $LUR$. The value of the energy function for this configuration is -1.

that are mapped by $C$ on neighboring positions in the lattice, but that are not consecutive in the primary structure $P$. Such two amino acids are called topological neighbors. Any hydrophobic amino acid in a valid conformation $C$ can have at most 2 such neighbors (except for the first and last amino acids, that can have at most 3 topological neighbors).

The computational protein folding problem in the HP model is to find the conformation $C$ whose energy is minimum. A solution for the bidimensional HP protein folding problem, corresponding to an $n$-length sequence $P$ could be represented by a $n-1$ length sequence $\pi = \pi_1\pi_2...\pi_{n-1}$, $\pi_i \in \{L,R,U,D\}$, $\forall 1 \leq i \leq n-1$, where each position encodes the direction of the current amino acid relative to the previous one (L-left, R-right, U-up, D-down). As an example, the solution configuration corresponding to the sequence presented in Figure 1 is $LUR$.

3. A Reinforcement Learning Model for Solving the Bidimensional Protein Structure Prediction Problem

In the following we are addressing the Bidimensional Protein Structure Prediction problem (BPSP), more exactly the problem of predicting the bidimensional structure of proteins, but our model can be easily extended to the three-dimensional protein folding problem.

Let us consider, in the following, that $P = p_1p_2...p_n$ ($n \geq 3$) is a protein HP sequence consisting of $n$ amino acids, where $p_i \in \{H,P\}$, $\forall 1 \leq i \leq n$. As we have indicated in Section 2, the bidimensional structure of $P$ will be represented as an $n - 1$-dimensional sequence $\pi = \pi_1\pi_2...\pi_{n-1}$, where each element $\pi_k$ ($1 \leq k \leq n$) encodes the direction ($L$, $U$, $R$ or $D$) of the current amino acid location relative to the previous one.

The RL task associated to the BPSP is defined as follows.
The state space $S$ (the agent’s environment) will consist of $4^n - 1$ states, i.e. $S = \{s_1, s_2, ..., s_{4^n - 1}\}$. The initial state of the agent in the environment is $s_1$. A state $s_{ik} \in S(i_k \in [1, \frac{4^n - 1}{3}])$ reached by the agent at a given moment after it has visited states $s_1, s_{i_1}, s_{i_2}, ..., s_{i_{k-1}}$ is a terminal (final or goal) state if the number of states visited by the agent in the current sequence is $n - 1$, i.e. $k = n - 2$. A path from the initial to a final state will represent a possible bidimensional structure of the protein sequence $P$.

The action space $A$ consists of 4 actions available to the problem solving agent and corresponding to the 4 possible directions $L$ (Left), $U$ (Up), $R$ (Right), $D$ (Down) used to encode a solution, i.e $A = \{a_1, a_2, a_3, a_4\}$, where $a_1 = L$, $a_2 = U$, $a_3 = R$ and $a_4 = D$.

The transition function $\delta : S \rightarrow P(S)$ between the states is defined as in Formula 1.

\[
d(s_{\frac{i-1}{3}+1}, a_l) = s_{\frac{i-1}{3}+4(i-1)+l} \quad \forall k \in [0, n - 1], \forall i, 1 \leq i \leq 4^k \forall l, 1 \leq l \leq 4.
\]

This means that, at a given moment, from a state $s \in S$ the agent can move in 4 successor states, by executing one of the 4 possible actions. We say that a state $s' \in S$ that is accessible from state $s$, i.e $s' \in \bigcup_{a \in A} \delta(s, a)$, is the neighbor (successor) state of $s$.

The transitions between the states are equiprobable, the transition probability $P(s, s')$ between a state $s$ and each neighbor state $s'$ of $s$ is equal to 0.25.

Let us consider a path $\pi$ in the above defined environment from the initial to a final state, $\pi = (\pi_0\pi_1\pi_2 \cdots \pi_{n-1})$, where $\pi_0 = s_1$ and $\forall 0 \leq k \leq n - 2$ the state $\pi_{k+1}$ is a neighbor of state $\pi_k$. The sequence of actions obtained following the transitions between the successive states from path $\pi$ will be denoted by $a_\pi = (a_{\pi_0}a_{\pi_1}a_{\pi_2} \cdots a_{\pi_{n-1}})$, where $\pi_{k+1} = \delta(\pi_k, a_{\pi_k})$, $\forall 0 \leq k \leq n - 2$. The sequence $a_\pi$ will be refered as the configuration associated to the path $\pi$ and it can be viewed as a possible bidimensional structure of the protein sequence $P$.

Consequently we can associate to a path $\pi$ a value denoted by $E_\pi$ representing the energy of the bidimensional configuration $a_\pi$ of protein $P$ (Section 2).

The BPSP formulated as a RL problem will consist in training the agent to find a path $\pi$ from the initial to a final state that will correspond to the bidimensional structure of protein $P$ given by the corresponding configuration $a_\pi$ and having the minimum associated energy.

It is known that the estimated utility of a state [6] in a reinforcement learning process is the estimated reward-to-go of the state (the sum of rewards
received from the given state to a final state). So, after a reinforcement learning process, the agent learns to execute those transitions that maximize the sum of rewards received on a path from the initial to a final state.

As we aim at obtaining a path $\pi$ having the minimum associated energy $E_\pi$, we define the reinforcement function as follows: if the transition generates a configuration that is not valid (i.e., self-avoiding) (see Section 2) the received reward is 0.01; the reward received after a transition to a non-terminal state is a small positive constant greater than 0.01 (e.g., 0.1); the reward received after a transition to a final state $\pi_{n-1}$ after states $s_1, \pi_1, \pi_2, \ldots, \pi_{n-2}$ were visited is minus the energy of the bidimensional structure of protein $\mathcal{P}$ corresponding to the configuration $a_\pi$.

Considering the reward defined as indicated above, as the learning goal is to maximize the total amount of rewards received on a path from the initial to a final state, it can be easily shown that the agent is trained to find a self-avoiding path $\pi$ that minimizes the associated energy $E_\pi$.

3.1. **The learning process.** During the training step of the learning process, the agent will determine its *optimal policy* in the environment, i.e., the policy that maximizes the sum of the received rewards.

For training the BPSP agent, we propose a $Q$-learning approach. The idea of the training process is the following:

- The $Q$ values are initialized with 0.
- During some training episodes, the agent will experiment (using the $\epsilon$-Greedy action selection mechanism) some (possible optimal) paths from the initial to a final state, updating the $Q$-values estimations according to the $Q$-learning algorithm [7].
- During the training process, the $Q$-values estimations converge to their exact values, thus, at the end of the training process, the estimations will be in the vicinity of the exact values.

After the training step of the agent has been completed, the solution learned by the agent is constructed by starting from the initial state and following the *Greedy* mechanism until a solution is reached. From a given state $i$, using the *Greedy* policy, the agent transitions to a neighbor $j$ of $i$ having the maximum $Q$-value. Consequently, the solution of the BPSP reported by the RL agent is a path $\pi = (s_1, \pi_1, \pi_2, \ldots, \pi_{n-2})$ from the initial to a final state, obtained following the policy described above. We mention that there may be more than one optimal policy in the environment determined following the *Greedy* mechanism described above. In this case, the agent may report a single optimal policy of all optimal policies, according to the way it was designed.
It is proven in [8] that the $Q$-values learned converge to their optimal values as long as all state-action pairs are visited an infinite number of times. Consequently, the configuration $a_{\pi}$ corresponding to the path $\pi$ learned by the $BPSP$ agent converges, in the limit, to the sequence that corresponds to the bidimensional structure of protein $P$ having the minimum associated energy.

### 4. Experiment

In this section we aim at experimentally evaluating the proposed reinforcement learning approach.

Let us consider a bidimensional HP protein instance $P = HPHPPHHHPHPPHPHHPPH$, consisting of twenty amino acids, i.e $n = 20$. The benchmark instance for the 2D HP Protein Folding Problem used in this study can be found in [9] and its known optimal energy value is $E^* = -9$. As we have presented in Section 3, the states space will consist of $4^{2n-1}$ states. We have trained the $BPSP$ agent as indicated in Subsection 3.1. As proven in [8], the $Q$-learning algorithm converges to the optimal $Q$-values as long as all state-action pairs are visited an infinite number of times, the learning rate $\alpha$ is small (e.g. 0.01) and the policy converges in the limit to the Greedy policy.

We remark the following regarding the parameters setting:

- the learning rate is $\alpha = 0.01$ in order to assure the convergence of the algorithm;
- the discount factor for the future rewards is $\gamma = 0.9$;
- the number of training episodes is $19 \cdot 10^5$;
- the $\epsilon$-Greedy action selection mechanism was used. Regarding the $\epsilon$ parameter used for the epsilon-Greedy action selection mechanism during the training step, the following strategy was used: we have started with $\epsilon = 1$ in order to favor exploration, then after the training progresses $\epsilon$ is decreased until it reaches a small value, which means that at the end of the training exploitation is favored.

Using the above defined parameters and under the assumptions that the state action pairs are equally visited during training, the solution reported after the training of the $BPSP$ agent was completed is the configuration $a_{\pi} = (RUULDLULDDRDRDLRDRU)$, determined starting from state $s_1$, following the Greedy policy (as we have indicated in Subsection 3).

The solution learned by the agent is represented in Figure 2 and has an energy of $-9$.

Consequently, the $BPSP$ agent learns the optimal solution of the computational bidimensional protein folding problem, i.e the bidimensional structure of the protein $P$ that has a minimum associated energy ($-9$).
5. Comparison with related approaches

Regarding the $Q$-learning approach introduced in Section 3 for solving the bidimensional protein folding problem, we remark the following. The training process during an episode has a time complexity of $\theta(n)$, where $n$ is the length of the HP protein sequence. Consequently, assuming that the number of training episodes is $k$, the overall complexity of the algorithm for training the $BPSP$ agent is $\theta(k \cdot n)$.

In the following we will briefly compare our approach with some of the existing approaches. The comparison is made considering the computational time complexity point of view. Since for the most of the existing approaches the authors do not provide the asymptotic analysis of the time complexity of the proposed approaches, we can not provide a detailed comparison.

Genetic and evolutionary approaches were developed in [10, 11, 12] for predicting the bidimensional structure of proteins. An asymptotic analysis of the computational complexity for evolutionary algorithms (EAs) is difficult [13] and is usually done only for particular problems. Anyway, the number of generations (or equivalently the number of fitness evaluations) is the most important factor in determining the order of EA’s computation time. In our view, the time complexity of an evolutionary approach for solving the problem of predicting the structure of an $n$-dimensional protein is at least $\text{noOfRuns} \cdot n \cdot \text{noOfGenerations} \cdot \text{populationLength}$. For large instances, it is likely (even if we can not rigorously prove) that the computational complexity of our approach is less than the one of an evolutionary approach.

Ant Colony Optimization (ACO) was already used for solving the protein folding problem in the HP model [14, 15]. Neumann et al. show in [16] how simple ACO algorithms can be analyzed with respect to their computational complexity on example functions with different properties, and also claim that
asymptotic analysis for general ACO systems is difficult. In our view, the time complexity of an ACO approach for solving the problem of predicting the structure of an \( n \)-dimensional protein is at least \( \text{noOfRuns} \cdot n \cdot \text{noOfIterations} \cdot \text{noOfAnts} \). For large instances, it is likely (even if we can not rigorously prove) that our approach has a lower computational complexity.

Compared to the supervised classification approach from [17], the advantage of our RL model is that the learning process needs no external supervision, as in our approach the solution is learned from the rewards obtained by the agent during its training. It is well known that the main drawback of supervised learning models is that a set of inputs with their target outputs is required, and this can be a problem.

The main drawback of our approach is that a very large number of training episodes has to be considered in order to obtain accurate results and this leads to a slow convergence. In order to speed up the convergence process, further improvements, such as local search mechanisms will be considered. Anyway, we think that the direction of using reinforcement learning techniques in solving the protein folding problem is worth being studied and further improvements can lead to valuable results.

6. Conclusions and Further Work

We have proposed in this paper a reinforcement learning based model for solving the bidimensional protein structure prediction problem, a fundamental problem in computational molecular biology and biochemical physics. To our knowledge, except for the ant based approaches, the problem of predicting the bidimensional structure of proteins has not been addressed in the literature using reinforcement learning, so far. The model proposed in this paper can be easily extended to solve the three-dimensional computational protein folding problem, and moreover to solve other optimization problems.

We plan to extend the evaluation of the proposed RL model for other large HP protein sequences, to further test its performance. We will also investigate possible improvements of the RL model by analyzing a temporal difference approach [1], by using different reinforcement functions and by adding different local search mechanisms in order to increase the model’s performance. An extension of the BPSP model to a distributed RL approach will be also considered.
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“PADSYNTH” SOUND SYNTHESIS ALGORITHM

PAUL NAȘCA

Abstract. The sound synthesizer has changed the way the musical sound is produced by offering nearly unlimited amount of musical timbres. Unfortunately, many of the current synthesizers lack the subjective “warmth” of the acoustic instruments. The current paper describes a new algorithm which produces aesthetically pleasant sounds. There is also described a simple approach for synthesizing sounds, optimized for the generation of the ensemble sounds. This approach can be used in other sound synthesis/sound processing algorithms to achieve a great degree of perceived quality.

1. Introduction

Nowadays there are many sound synthesizers and sound synthesis algorithms. Most of the synthesis algorithms are based on a handful of approaches, like addition of many simple components or by simulating with the mathematical equations the acoustic instruments.

The music theory considers the musical sound as being composed of many sine waves with a frequency multiple of a fundamental frequency. For example, the note A with a fundamental frequency of 220 Hz has the harmonics with the frequencies of 440 Hz, 660 Hz, 880 Hz, and other frequencies multiples of 220 Hz. Each of these sine-wave components are called "harmonics".

The most used approach to generate harmonics is based on amplitude modulated by a stochastic process (called "micromodulations" [3]). However, using this approach it is very difficult to simulate the ensembles of instruments or choirs.

It seems it is complicated to use modulation because that the speed of modulation needs to be increased on higher harmonics [4] in ”Simulating the ensemble effect”.
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This paper describes a simple sound synthesis approach solves the above mentioned problem.

This approach adds another level between "harmonic" /"overtone" and the sine component of the sound. The proposed algorithm models a difficult category of sounds like those generated by the ensembles of instruments and choirs.

The basic idea is to consider the harmonics as being a narrowband signal instead of simple (or frequency/amplitude modulated) sine components.

The frequency-domain property of choirs is described in Jordi Bonada[1] paper, in which he tries to describe a technique to transform a solo sound to “unison choir” sound. His paper acknowledges that using sine components with pure amplitude modulation is not a good idea, because at higher frequency the harmonics overlap. His paper does not explain the cause, the how or the why, for example, the harmonics become wider and wider on higher frequencies according to a linear function. Also, even if he acknowledges that higher harmonics need to be smoothed in frequency, he does not explain how the slight detuning of lower sine components become a continuous frequency band on higher frequencies.

The algorithm described here considers that the harmonics become wider and wider (according to linear function) on higher frequencies, until they merge together into a single continuous band. If the fundamental frequency has a certain width (measured in Hz), the Nth harmonic contains multiples of the each sine frequency component of it. This causes the harmonic to have a bigger bandwidth.

Another paper [5] which describes that voices in a choir do not have exactly the same frequency (called "pitch scatter") and that voice’s frequency changes very fast for the same perceived note (called "voice flutter").

In this paper I will present the algorithm "PADsynth" based on Ternstrom [5] definition of "pitch scatter" which - for more clarity - I will call from now as "bandwidth of each harmonic".

The first requirement of this algorithm is a frequency distribution of a single harmonic (usually a Gaussian distribution). Using this distribution, the desired harmonic are added to a large array which represent the signal amplitudes in the frequency domain. After this, it is done a single inverse Fourier transform (IFFT) by considering the phases of the signal as being at random. A long sample will result (usually few seconds long) which can be played at different speeds in order to obtain the desired pitch. This algorithm has been included in several software synthesizers, because of its simplicity and especially because of the high quality of musical instruments generated by it. It is also mentioned in other paper[2] where the algorithm is used in a low cost system-on-chip embedded system.
2. WHAT PADSYNTH ALGORITHM DOES

Most people perceive the sounds of ensembles, choirs and the sounds produced by slight detuning of instruments as being "pleasant" or "warm". But it is often believed that the pitched part of the instruments' timbre are composed only by a fundamental frequency and harmonics (another pure sine signals with different frequencies, usually on multiple frequencies).

The approach presented in this paper considers the harmonics (and overtones, in general) as being a "collection" of many sine components with very close frequencies and the phases of these components are random. This randomness of the phases makes the instrument have qualities that resemble the natural/acoustic instruments and ensembles.

Due to this result, it must be defined a parameter of the sound, called "the bandwidth of each harmonic" (BoEH) which represents the frequency spread of the sine components into each harmonic. For example, if we define BoEH as the highest frequency minus lowest frequency from a certain harmonic, for note A-4 (440 Hz) if there are sine components of 435Hz, 438Hz, 442 Hz and 445 Hz the BoEH is 10 Hz. If one harmonic contains many sine components, there are other ways to define BoEH, for example as the standard deviation of frequency values of the components.

In natural ensembles one of the property of the BoEH is that it is proportional to the overtone’s frequency. For example the A-4 has harmonics 880 Hz and 1320 Hz, the bandwidth of them will be 20Hz and 30Hz. As a result, BoEH can be described as a single number: the bandwidth of the fundamental frequency, expressed in cents (where 1 cent is one hundredth of a halftone). From this parameter, we can express the BoEH in Hz for each overtone.

From this approach it is not difficult to realise what the implication of the ensembles and detuning on higher harmonics are. Also, BoEH approach predicts that ensembles of pitched sounds with many harmonics (like a huge choirs of singers) can result a hissing sound on the high part of the spectrum. This prediction was confirmed by analyzing the recording of a large number of singers when they pronounced different vowels ("10,000 Voices, The World Choir" - EMI Classics, 1992). The next spectrograms (Fig.2) shows vowel "A" analyzed using PRAAT [6] software.
If the vowel "A" from this recording is passed through a highpass filter, the "hissing" becomes very noticeable for the listener.

3. HOW PADSYNTH ALGORITHM WORKS

The PADsynth algorithm generates subjectively pleasant sounds, even if its idea is more simple than of the other sound synthesis algorithms. It generates a perfectly looped wave-table sample which can be played back on different speeds in order to obtain the desired musical pitch. It easily generates sounds of ensembles, choirs, metallic sounds (bells) and many other types of sound. Also, this algorithm is a direct consequence of the BoEH approach. It was created by me at the end of 2003, and it was released on-line with example
implementations [7] under Public Domain. One of the interesting property of PADsynth is that it generates the "hissing" sound for large BoEH, similar to the "hissing" discussed before.

3.1. PADsynth steps. The basic steps of this algorithms are:

1. Make a very large array which represents the amplitude spectrum of the sound (default all values are zero)
2. Generates the distribution of each harmonic in frequency and add it to the array
3. Randomize the phases to each frequency of the spectrum
4. Do a single Inverse Fourier Transform of the whole spectrum. Usage of overlapping windows is not necessary, because there is only one single IFFT for the whole sample.

The resulting sample can be used as a wave-table to generate the desired note. These four steps are represented graphically in fig.3.

There are some important facts of the PADsynth algorithm:

- The bandwidth of each harmonic which was described earlier into this paper is the parameter which gives the subjective quality of "warmth" or "ensemble".
Another important parameter is the frequency distribution of each harmonic. For example, the sine components of the harmonic can be evenly spread or a Gaussian distribution can be used.

3.2. **PADsynth algorithm described in pseudo-code.** For a better understanding and for helping the implementation of this algorithm, the steps will be described in pseudo-code:

**Input:**
- \( N \) - wave-table size. It’s recommended to be a power of 2. This is, usually, a big number (like 262144)
- \( \text{samprerate} \) - the sample-rate (eg. 44100)
- \( f \) - frequency of the the fundamental note (eg. 440)
- \( bw \) - bandwidth of first harmonic in cents (eg. 50 cents); must be greater than zero
- \( \text{number_harmonics} \) - the number of harmonics; \( \text{number_harmonics}<\text{samprerate}/f \)
- \( A[1..\text{number_harmonics}] \) - amplitude of the harmonics

**Output:**
- \( \text{smp}[0..N-1] \) - the generated wave-table

**Internal variables:**
- \( \text{freq_amp}[0..N/2-1] = \{0, 0, 0, 0, ..., 0\} \)
- \( \text{freq_phase}[0..N/2-1] \), etc...

**Functions:**
- \( \text{RND()} \) returns a random value between 0 and 1
- \( \text{IFFT()} \) is the inverse Fourier transform
- \( \text{normalize_sample()} \) normalizes samples between -1.0 and 1.0

\[
\text{profile}(fi,bwi) = \begin{cases} 
    \text{profile}(fi,bwi) \\
    x = fi/bwi \\
    \text{return exp}(-x*x)/bwi \\
\end{cases}
\]

**Steps:**
- FOR \( nh = 1 \) to \( \text{number_harmonics} \)
  - \( \text{bw}_Hz=(\text{pow}(2,\text{bw}/1200)-1.0)\times f\times nh; \)
  - \( \text{bw}_Hz/\text{samprerate}; \)
  - \( fi=f\times nh/\text{samprerate}; \)
- FOR \( i=0 \) to \( N/2-1 \)
  - \( \text{hprofile}=\text{profile}((i/N)-fi,bwi); \)
  - \( \text{freq_amp}[i]=\text{freq_amp}[i]+\text{hprofile}\times A[nh]; \)
FOR i=0 to N/2-1
    freq_phase[i]=RND() * 2*PI;
ENDFOR

smp=IFFT(N,freq_amp,freq_phase);
normalize_sample(N,smp);

OUTPUT smp

The frequency domain array ("freq_amp") data is represented below in fig. 4. Notice that on the highest frequencies the overtones merge and this cause the "hissing" discussed above.

Figure 4. Frequency domain data (full and closeup)

3.3. Suggestions regarding usage of PADsynth algorithm. For best results, there are some recommendations of using PADsynth algorithm into a synthesizer.
The algorithm produces a sample which is perfectly looped. It is recommended to make the samples few seconds long to avoid making noticeable the repetition of the sound.

For each new musical note the playing should start from a random position of the sample.

For generating stereo sounds, a single sample is enough, but the sample have to be played from different positions for left/right channels.

4. Implementations of PADsynth

Since the day this algorithm was made public it was implemented into several open-source and commercial synthesizers. The first synthesizer which used this algorithm is ZynAddSubFX[16], an open-source audio synthesizer, mostly written by me. This synthesizer is widely distributed in most Linux software repositories. It has a large number of users, for example, on YouTube[15] there are available hundreds videos related to ZynAddSubFX. PADsynth algorithm is used into one of its three synthesizer engines (other engines are based on additive and subtractive synthesis methods). Other software synthesizers which use this algorithm are WhySynth[14], Kunquat[11], BR404[8], KarmaFX[10] and discoDSP Discovery Pro[9]. There is also, available a module [12] for SynthMaker [13] which implements PADsynth algorithm.

5. Conclusions

PADsynth algorithm is a simple but very versatile synthesis method. Despite of its low complexity, the sounds generated by it are subjectively pleasant and "warm", a characteristic seldom met in many digital synthesizers. Also, the "Bandwidth of each harmonic" approach to the musical instruments is a productive approach for creating new sound synthesis and sound processing algorithms.
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OPTICAL ERATOSTHENES SIEVE

LIVIU ȘTIRB

Abstract. The sieve of Eratosthenes is a simple algorithm for finding all prime numbers up to a specified natural number. Despite its simplicity it is not widely used because of its complexity: $O(n \log n \log \log n)$ bit operations. An optical implementation for the sieve of Eratosthenes is described in this paper. The proposed device is highly parallel, by doing multiple verifications in the same time, thus providing a significant speedup compared to one implemented on a single core electronic computer.

1. Introduction

Solving problems with optical devices has received an increasing attention in the recent past. Several difficult problems have been attacked in this way: The Hamiltonian path [4, 5, 9, 7], The Travelling salesman problem [1, 9, 7], the subset sum [5, 3, 9, 7], 3-SAT [6], cryptography [10], factorization [2, 8] and some other NP-complete problems [5, 9].

Here we describe an optical implementation for the Eratosthenes sieve. The device is based on 2 parallel mirrors between which different beams of light are reflected. One of the mirrors also contains sensors which detect if the light has hit a certain region. If we send a beam at a certain angle, it will be reflected between those 2 mirrors multiple times. This process simulates the marking process of the Eratosthenes Sieve. If we send multiple beams at different angles we can parallelize the marking process, thus providing a speedup compared to the sequential version of the algorithm.

The paper is structured as follows: Section 2 contains a short description of the problem and of the Eratosthenes sieve strategy. In the next section 3 we describe the proposed optical implementation. In section 4 we show the straights and weaknesses of the system. The final section 5 concludes our paper.
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2. Problem Description

A prime number is a number that can be divided only by 1 and itself. A basic algorithm for determining that a number is prime consists in trying all the numbers from 2 up to the square root of that number and checking if one of them divides it. If none is found we can say that the number is prime.

Sieve of Eratosthenes is a prime number strategy looking to find all prime numbers up to a number. The algorithm is quite simple and it looks like this: Having an array of natural numbers up to a limit, start with the number 2 and remove all its multiples (excluding it); after this step go to next unremoved number and remove all its multiples excluding itself; repeat this step until no next unremoved numbers exist. At the end, all the leftover (unremoved) numbers are prime.

The main difference between the proposed optical algorithm and Eratosthenes sieve is that the optical one will do the check for only one number. This limitation will be explained in section 3.4

3. The optical implementation

In this section we propose a solution for implementing the Eratosthenes Sieve in an optical manner. We design a device in which we send beams of light which touch some regions at a regular distance.

The optical implementation is a combination between the sieve of Eratosthenes and the trial division. Trial division tests if an integer \( n \) can be divided by any integer greater than one but less than \( n \). Having an array of natural numbers up to a limit, start with number 2 and remove all its multiples; after this go to next number and remove all its multiples including itself and repeat this step until the rounded square of the tested number. Eliminating a number that was not previously hit is a weakness imposed by the way the light is send.

Solving this problem on conventional computers requires an array. Each cell from that array corresponds to a natural number. At the beginning of the algorithm all cells are true. A loop iterates from 2 to the square root of the input number. All the cells that have an index which is a multiple of 2 are marked with false. After that, the loop selects the next cell in increasing order and marks all its multiples as false. At the end if the input number is not marked as false it means it is a prime number.

The pseudo code of the sieve of Eratosthenes used for the optical implementation looks like this:

\[
v := \text{an array of } n \text{ elements(all false)};
\]

\[
\text{for } i \text{ from 2 to } \lfloor \sqrt{n} \rfloor
\]

\[
\quad \text{if } v[i] \text{ is false}
\]

\[
\quad k := i \times 2;
\]
while $k < n$ do
  $v[k] := \text{true}$;
  $k := k + i$;
endwhile
endif
endfor

at the end all the possitions that are false are prime numbers;

3.1. **Required physical components.** Basically we need the following components:

- 2 parallel mirrors,
- an array of sensors (photodiodes) placed on one of the mirrors,
- a prism,
- a source of light

In what follows we give details about each component.

3.2. **Mirrors and sensors.** The implementation is based on 2 parallels mirrors. One mirror is used just for reflections. The second mirror also reflects the light, but it also has a cell (sensor) which is capable of detecting if a beam of light hit it.

Each cell is placed at a regular interval. The distance between 2 consecutive cells is always the same. A cell has a simple function: it acts as a reflective mirror. The last cell is the number to be tested, and needs to be a photodiode in order to record if has been touched or not by light. The cell index is represented by a number. A number of cells equal to the input number to be tested is needed.

3.3. **Angles of reflection.** When a beam of light is sent under a known angle it will be reflected between the mirrors, touching them at a regular interval. The intervals where the mirror will be hit may be computed based on the distance between the mirrors and the angle at which the beam is sent.

An angle which will generate a step of $n$ cells must be computed using the formula:

\[
\sin x = \frac{d}{\sqrt{(\frac{x}{2})^2 + d^2}}
\]

where:
- $x$ - is the angle at which the beam must be sent
- $d$ - is the distance between mirrors
**OPTICAL ERATOSTHENES SIEVE**

$s$- is the step (represents distance). Note that $s$ is computed based on the distance between cells and the frequency for the current beam that touches the mirror. It may be computed with the formula:

$$s = \text{distance between cells} \times \text{frequency to hit}$$

**Example:** if the distance between cells is $2\,\mu$ and a beam that hits all divisors of 5 is needed, $s$ will be: $5 \times 2 = 10\mu$

$d$ and $s$ must use the same unit of measurement.

### 3.4. Sending the light

We have, inside the device, multiple rays at different angles. All angles encoding numbers from 2 to $\sqrt{n}$ must be generated. Obtaining light at multiple angles can be done by using a prism. Prisms must also deflect a beam of light by a given angle.

Also we have discussed earlier (see the beginning of section 3) about a limitation imposed by the way the light is sent, that has as a consequence the usage of the algorithm for a single number. This happens because we send all the light beams from the position 0.

If the avoidance of uncut numbers is desired, this will have unwanted consequences. One of them would be that the light will not be sent in a parallel manner because avoiding a cell should be done based on the previous results. Another limitation would be the need of physical movement of the light emitter.

### 3.5. How the device works

All beams are sent to the device through position 0. After that, the beams will traverse the device and will mark several positions (by hitting the corresponding sensors). At the end of the operation if the number we are interested in is not touched by any light, it is prime.

A basic example is shown in Figure 3.5. The example means to test the input number: 17. In order to test this number we have to send three beams of light. The numbers that must be tested starts from 2 and goes until the truncated value from the square root of 17 which is 4. So we have to test the division by 2, 3 and 4.

![Figure 1. Optical implementation for the Eratosthenes Sieve. Bottom mirror contains optical detectors. 3 different beams have been sent (in the same time) from point 0 and we have depicted their path. Numbers which are multiples of 2 (green), 3 (blue) and 4 (red) are marked here.](image)
Interference between two beams will not happen if we send short enough pulses. If we send two short beams from the same point, under different angles, the one that is reflected more rarely will travel faster because it has less distance to cover between mirrors until it gets out.

4. Strengths and weaknesses

The most important benefit of the algorithm is the speed generated by its massive parallelism. It allows us to send all the beams at the same time.

On a conventional computer, for the best parallelized algorithm, the speed up is in the best case equal to number of cores. On this optical system the concurrent speed-up is equal to the numbers of light beams. And there is the possibility to send all the beams at the same time. This means that the gained speed is equal to the square root of the number to be tested.

There are a number of weak points. The most important is that only small problems can be solved. That is because of some technical challenges: reflection, absorption, etc.

5. Conclusions

We have exemplified how the very popular Eratosthenes sieve’s algorithm can be easily implemented with optics.

Future work will be focused on making a hardware implementation and on increasing the parallelism of the system.
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TOWARDS A MIDDLE LAYER FOR LARGE DISTRIBUTED DATABASES

COSTA CIPRIAN

Abstract. This paper addresses the lack of a cheap reusable software component for building large, database backed, distributed systems. Even after these systems have become mainstream through their use in companies like Google and Amazon, there are still difficult to approach for a small group of programmers with limited resources. We intend to have the JStabilizer framework fill this empty spot and we present in this paper some of the problems we would like to simplify solved and a short description of the solution.

1. Introduction

In many cases large distributed databases and services in general prefer to use cheap hardware and deal with the failures in the software, as failures will occur regardless of how expensive the hardware is. The main problem is that, even if the cost of hardware has decreased, the cost of the software is much higher since it is non trivial to write software that operates within some correctness definition even in the presence of failures in the system. We see decreasing the software cost as the next step in making large distributed system a commodity and we started implementing JStabilizer([3]) with this purpose in mind.

In the first part of this paper we present 4 use cases that we consider representative for the problem at hand and analyse the impact of the derived requirements and the differences between the approaches programmers could have when implementing such a distributed system.

In the second part we present an high level overview of JStabilizer as it is implemented now, explain some of the basic flows within the system and give some examples of how we envision the usage of this middle layer framework.
2. Use cases

The main problem we are trying to solve is the introduction of a framework that would allow regular programmers to work with distributed databases without any strong synchronization requirement. Giving up on synchronization and committing all transactions locally has the advantage of making the system available even in the case of partial failure (for example, a web server taking order from clients will still be available even if it becomes isolated from the rest of the network). The big problem with this approach is that the distributed database might (and will) become inconsistent.

In this first part of the presentation we will discuss what we consider to be 4 representative use cases where it is preferable to accept the inconsistencies and design the software to be resilient to those inconsistencies as opposed to creating a system with a smaller availability guarantee.

The first use case discusses the use of a distributed database on multiple independent agents. The problem bares some resemblance to DCSP - Distributed Constraint Satisfaction Problem ([11], [10]) but differentiate itself as it studies this in the context of a database and instead of finding the right assignment to some variables in a negotiation process the goal is to achieve consistency of the database.

The second use case discusses the implementation of a distributed message board. The difference from the first use case is that instead of having conflicts between the updated values of some entity, the conflict is between the order in which replies appear in the discussion threads.

The third use case presents the well known problem of airline ticket reservation. In these commercial systems there is a strong requirement for availability because of the large income that is lost if, for example, the customers would not be able to purchase a certain item for a certain period of time. The difference here is in the conflict resolution process which requires human intervention.

The final use case discusses mobile environments which are known for their high volatility. A lot of research was done in this area ([1], [4], [6], [7]) but they usually address only specific use cases without trying to unify concepts with those found in server side distributed systems.

2.1. Agent database synchronization. We considered and implemented the example of a restaurant where waiters are robots that are connected in arbitrary ways and without any single point of control. The example can be generalized to any type of independent agents that operate based on information from a database that is supposed to be synchronized.

In this case the database would contain the assignments of waiters to tables, so each waiter will know who is assign to which table. When the client
enters the restaurant and sits down at one table, some of the waiters will want to assign the table to themselves, thus introducing an inconsistency in the database (the consistency constraint is that only one waiter should be assigned to one table).

This is very similar to the self stabilization problem that was introduced by Dijkstra ([5]). The difference is that in this case there is no token that is passed from node to node in order to make sure that only one of them "moves".

It is important for each waiter to commit the transaction locally because it has to start working towards the goal of serving the table without requesting confirmation from any other peer (as this confirmation may never arrive because of some system failure and the table would remain without a waiter). It is obvious that the database may not become consistent as long as there are failures in the system, for example, two waiters that are completely cut off from the rest of the system might independently decide to attend a table and the system will not be able to correct this situation until the waiters come back online). In this case the programmer will just have to accept the fact those conflicts can appear and deal with them - the waiter will have to understand the fact that the table was already taken by another peer (ignoring this state would probably end up with a waiter constantly asking for the order from the client and constantly being turned down). As seen from this example a characteristic of these systems is that the cost of fixing an inconsistency is much smaller that the cost of making a system that is always consistent (in this case lots of redundant hardware and failover policies) or accepting temporary unavailability in the system (in this case nobody attending a table due, for example, to the inability of the system to form a majority because of partitioning or a failure in the control process).

In such a distributed system we would like the local database to always be consistent (the consistency predicate always holds on the local database) - in our case, each waiter will always have a database that always assigns a single waiter to a table. Not being able to rely on this constraint being true would make programming the system extremely complicated and costly. In other words we can deal with waiters that are wrong, but we can not deal with waiters that are inconsistent. The way to have this property and still be able to work towards the goal of having the database globally consistent is to create inverse operations for each operation that we would normally have. In this example the inverse operation would be deciding to no longer attend a table due to some sort of information that is received from peers. The key problem here is making sure that the system is doing progress - we do not want waiters to all decide that they are going to attend a table and then all
apply the reverse operation and decide not to attend. We will see later that ensuring progress is being made is not a trivial task.

A informal presentation of the algorithm we came up with is:

- Once a table is occupied several robots will evaluate a probabilistic function and decide if they should attend the table. Once the decision to attend is made, the robot will start working towards its implementation - actually attending the table.
- Each waiter that decided to serve a table will inform his peers of the fact that it is attending the table and also include the number of tables that are assign to him (according to its local database.)
- If a waiter receives the above message one of two things can happen:
  - No conflicts are detected - the information is saved to the local database and the message is forwarded to other peers.
  - A conflict is detected - in which case the conflict has to be resolved prior to saving the information to the local database and forwarding the message. The conflict resolution algorithm is the following:
    * The waiter with the smaller number of total tables wins, if the numbers are different.
    * The youngest waiter wins if the total number of tables are the same (we assume that no two waiters were born at exactly the same time)

Some observations on the proposed algorithm:

- A key assumption is that the system is asymmetric. Without this property a waiter would not be able to choose a winner of a conflict and assume that others will choose the same winner if presented with the same conflict.
- The number of tables served by the waiters that are in conflict is not computed based on the information available in the local database, it is taken from the messages received from each of the waiters. As asymmetry, this is a requirement for the convergence of all the independent conflict resolutions performed by each peer.
- The scope of the algorithm is not to come up with a fair distribution of tables to waiters. The "fairness" is only used as a criteria for conflict resolution - could be replaced with any other criteria as long as each waiter resolves the same conflict in the same way.
- The algorithm is easily provable as correct if, for example, there are only two waiters that decide to serve at a table and the waiters are arranged in a circle. However, things get more complicated when the structure or the number of waiters is varied - each intermediary waiter
could resolve a different subset of the total set of conflicts in the system and, as such, introduce new conflicts.

- Conflict detection is an important part of the algorithm. Based on what is defined as a conflict, the algorithm might become stable (always converging to a distributed consistent state), or unstable (capable of remaining in an inconsistent state even without the presence of failures in the system).

2.2. Distributed message board. Another example that we considered when analysing the possible approaches to this problem is a distribute message board. The concept is similar to the one used in the USENET service - the message boards are stored in multiple places, comments are made on each server individually and then replicated from one server to another.

We can consider this a problem of ensuring the consistency of a virtual database that contains all the messages in all the servers in the network. The difference from the waiters problem is that in this case the conflicts are given by the order in which the messages appear, not by the content of the messages themselves. From a user perspective the requirement is that once a user has seen a specific order of messages, that order will not change, regardless of what other servers are doing. An example of a possible conflict is the following:

- The database starts with message A.
- On server $S_1$ a user posts a reply B.
- Before receiving the reply B from $S_1$, a user from $S_2$ will post another reply C to A.
- Servers $S_1$ and $S_2$ start propagating the actions and server $S_k$ and $S_j$ detect the conflicts at the same time.

Any of the sequences $A \rightarrow B \rightarrow C$ and $A \rightarrow C \rightarrow B$ are correct, but both $S_k$ and $S_j$ need to choose the same order, otherwise the servers will enter in an inconsistency that can not be solved while satisfying the user constraint of never seeing messages with different ordering.

From an implementation point of view we see the following differences when comparing this with the waiters example:

- Not all conflicts can be resolved right away, some might have to wait for other data to arrive at the node. For example $S_1$ creates message A, server $S_2$ creates B as a reply to A and server $S_3$ creates C as a reply to B. It is possible that server $S_4$ receives the message containing the creation of C before it receive the message for B and, as a consequence has to wait for B to arrive.
- There is a granularity difference between the objects on which we evaluate consistency (the entire thread) and the information that is exchanged between servers (the messages composing the actual thread).
While it is possible to always exchange the entire thread, there is no valid reason to do it from a conflict detection and resolution point of view.

2.3. **Airline ticket reservation.** Another use case that presents some different aspects of the problem is an airline ticket reservation system. Consider a database with all the flights in a specific area and distribute that database on several servers. Each time a client reserves a seat, the transaction commits locally, so there is a possibility that a seat is reserved twice — which is clearly an inconsistency. Solutions for reducing the number of conflicts can be found, like, for example, each server could provision some number of seats and, when interested on reserving more, it could ask from other servers to reduce their provision but, if the database is big enough and the infrastructure has a high enough probability for failure, we will end up with empty seats that can not be reserved.

The only solution is to allow distributed conflicts to exist (while maintaining each database locally consistent). Once a conflict is detected it is sent to a human operator which then negotiates with the involved parties in order to come up with a mutually accepted solution. An actual implementation was discussed by S. Bourne and Bruce Lindsay ([2]) in the context of the Sabre system where a tolerance of approximately one duplicate for every 1000 reservation was accepted and it proved to be cheaper to resolve those conflicts (by promoting some of the conflicts to first class or paying for an extra day of vacation for the customer) than to make sure that the system is always in a consistent state (which can only happen if the system has a lot of redundancy and state of the art equipment or if complete failures of the system are acceptable).

When comparing with the other solutions the following aspects stand out:

- The messages that are exchanged between servers do not contain enough information for the conflict to be resolved locally by each server, so some notion of special authority that is capable of resolving the conflicts is required.
- Even if a special authority exists and is a single point of failure (if it fails the database will never become consistent), it does not affect the reservation service - the clients are still able to reserve seats.
- There is a time constraint on the conflict resolution process. While in the previous cases it was accepted for the conflict to be detected only when the waiter reaches the client or there was no real penalty for posts to not propagate to all servers, in this case, the system is not going to be used if the probability for the conflicts to only be detected when the clients reach their seats is not statistically negligible. But
the probability of conflicts and upper limits on the expected levels of failures can be imposed and can be lowered through traditional techniques - the important thing is that the reservation system is always available to the client and no one goes to the competition because the web server throws an error message when a reservation is made.

From an middle layer implementation point of view the following aspects are important:

- Unlike the distributed message board, where some of the conflicts were not solvable when detected, in this case the resolution can not be made locally at all. Once a conflict is detected is has to be forwarded to a special authority which will resend a message with the resolution before that takes precedence in front of any other message from any other system.
- Depending on how the information is transmitted, it is possible for:
  - A conflict resolution to be received by a server before it detected the conflict
  - A conflict to be reported after it is resolved. This can happen if the conflict was previously detected by another server, resolved by the authority, but the current server found the conflict before receiving the resolution.
- If an incoming message resulted in a conflict then it makes no sense to forward the message as a message with the reservation that is in the local database was sent earlier and the current message would just be detected as a conflict by all servers we could send it to. This does not mean that a conflict can not be detected by several servers at once.

2.4. Contact synchronization. A final use case that adds something new to our system is an application for contact synchronization on mobile devices. We could consider a database with all the contacts on all the phones and have an application that creates relations between contacts from different phones. In such a setup an inconsistency could be defined as a difference between the values of two related contacts on different phones.

Following the algorithms described above, in this case, when someone updates a contact the change will propagate to connected phones. Given the nature of this application, the programmer could choose for example to allow the user to accept or deny an update, or the choice could be to always accept the change if there is no conflict. Another important aspect that the programmer might want to control is how the updates are forwarded. Should an update be forwarded even if it was not accepted? A reason why it could be forwarded is to allow all the network to receive the update regardless of the distance between nodes and then propagate the accept/deny option chosen by
the user in order to present other users the number of people in the network that accepted or denied the update.

Another aspect that is different is the conflict detection and resolution mechanism. The conflict detection could be more complicated than a simple value comparison. For example two people might update the phone number of the contact to the same number, but one will use the country code while the other would not, or there could be other syntactic differences that would not qualify as conflicts. Following this argument, the programmer might want to use a simple value comparison and then ask the user if any differences are actually conflicting. Conflict resolution could be done on each phone by each user or the application could forward the messages and let the users who generated the conflict agree on a value.

When comparing with the other examples some differences stand out:

- The conflict resolution strategy does not guarantee that the system stabilizes if failures are fixed and no other conflicts are generated. A simple example would be the classical live lock scenario: two users generate a conflict and, when each user detects the conflict, it can resolve the conflict by choosing the other version. This way the number of conflicts is not decreased and the database remains inconsistent.
- Failures could be permanent. In previous scenarios, the system were more or less under the control of the programmer or of parties that are directly interested in the correct functioning of the system as a whole. In this case the control is entirely in the users hand and some one could just loose their phone or uninstall the application
- Conflict resolution might require a special authority but, unlike the airline ticket reservation system, in this case it is not an external service but instead is a system formed from the users who generated the conflict in the first place. This behaviour introduces the following particularities in the conflict resolution mechanism:
  - It is possible that the special authority in a conflict resolution to have permanent failures. This is different from the airline ticket reservation scenario where we assumed that the conflict resolution authority only suffers transient failures.
  - If more than two users enter a conflicting state, the system should not require all of them to agree on a conflict resolution because this would allow a permanent failure in one of the parties to prevent other users from doing progress. Furthermore, the system should not require the users to actually agree on one version, it should just present each of the user with a list of conflicts they generated and ask them to choose a resolution.
While the value of such an application could be argued and is subject to personal preferences, the scenario and the requirements could come up in this or other applications of this sort and the needs could be addressed by the same middle layer used in the other scenarios.

2.5. **Wrap up.** From these examples we can extract some of the requirements for a middle layer that would allow them to be implemented at a smaller cost:

- Communication - while the actual means of communication are irrelevant and could be anything from message queues to shared memory systems, the programmer should be able to decide when the updates are propagated to peers.
- Conflict detection - some applications do not require a high degree of sophistication in this area but others might choose to implement more subtle strategies where a simple last modification timestamp or a versioning scheme might not be enough.
- Conflict resolution - we identified some of the conflict resolution scenarios (local, global special authority, per conflict special authority) but there could also be others, so this is a likely extension point. The middle layer must also be prepared from conflict resolution strategies that are not guaranteed to make progress towards the global consistency goal - there are systems that are still meaningful if such a goal is never reached.
- Special storage - some systems will not be able to apply the incoming messages on the local database immediately, so the middleware needs to have some sort of storage mechanism to ensure that these messages will be retrieved when required. The reason why these updates will have to wait is that the local database is always consistent, so, as long as a conflict is not resolved, the changes can not be applied.
We started implementing JStabilizer as a middle layer framework that would lower the complexity of implementing the above described applications. The basic idea is to place JStabilizer in front of the service layer of the application, so all calls to the service layer will be registered with JStabilizer and, furthermore, JStabilizer will also receive information from the neighbour peers and send it to the service layer. We do not intend to make distribution transparent to the programmer for various reasons - a good presentation on how being transparent is forcing programmers to pay a high price and basically give up on the advantages of concurrency can be found in [9] (as a testimony to the controversy surrounding this issue, one of the authors went on to write such a transparent framework and explain the special circumstances when this is a good solution in [8]).

An overall presentation of how JStabilizer fits in the application is provided in figure 1. The programmer will have to make sure that all operations that work on items that are distributed will go through JStabilizer and program the services layer so that it supports update calls from both the direct users of the server and other servers in the network. Also the programmer will have to provide an implementation for the offline storage services required by JStabilizer (default implementation will be provided).
In figure 2 we have a brief presentation of the internal structure of JStabi-

lizer. The main class is Stabilizer which is the gateway for all the operations 

that are executed and manages the temporary storage and the conflict reso-

lution process. Each operation knows how to execute itself (call the proper 

service functions) but is passed to the stabilizer which will decide when and if 

it is actually executed.

The stabilizer will use one of the ConflictDetector and ConflictResolver 

classes in order to assess the state of each operation and proceed based on 

that.

A key concept in the implementation is the conit (CONsistency unIT) (in-

roduced in [12] in a slightly different context) - defined as the smallest piece of 

information for which the study of consistency is significant. We use the con-

cept of partial consistency - applications are more interested if a certain conit 

is consistent than if the entire database is consistent (for example the message 

board application can function correctly for threads that are consistent even 

if other threads in the database are not).

4. Conclusions and future work

We managed to present 4 representative use cases for the problem at hand 

that were used in testing the validity of the implementation and introduce the 

proper extension points. Most of the use cases were treated to some extend 

in other works but we present a unified solution for them. Also we inserted a 

brief presentation of the current JStabilizer implementation to get a sense of 

how the use cases have influenced it.
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CONCEPTUAL MODELING EVOLUTION. A FORMAL APPROACH

MARIA-CAMELIA CHISĂLIȚĂ-CREȚU

ABSTRACT. The aim of this paper is to investigate the possible types of conceptual variability and to propose shifting strategies, like refactoring, forward conceptual abstraction, and conceptual specialization to switch between conceptual models. A biological evolution-based model is proposed to describe the changes within the structure of the studied models. The transformations that highlight the conceptual modeling variability in ontogenic and phylogenic processes are formalized.

1. INTRODUCTION

Software systems continually change as they evolve to reflect new requirements, but their internal structure tends to decay. Refactoring is a commonly accepted technique to improve the structure of object oriented software. Its aim is to reverse the decaying process in software quality by applying a series of small and behaviour-preserving transformations, each improving a certain aspect of the system [9]. The variability [19] in the context of conceptual modeling means the possibility to build distinct and still correct conceptual models for the same set of requirements from the real world (Universe of Discourse, UoD) problems. Such conceptual model is called variant. A non-exhaustive framework of three types of variability was proposed, based on a literature survey and empirical evidence [19].

Within conceptual modeling variability, refactoring has proved to be a feasible technique to switch between variants. In order to emphasize refactoring transformations, the artifact may be represented as graph [14]. As refactoring was initially applied at the implementation level, conceptual models became a potential target for application of refactorings.

Research within conceptual modeling reveals the possibility to integrate the refactoring process in the analysis development phase too. A biological
A formal approach to conceptual modeling evolution is proposed in order to cope with different types of variability that were identified. Specific refactorings are suggested to shift between ontogenic conceptual models, while forward conceptual abstraction and conceptual specialization are advanced to achieve phylogenic conceptual models.

The rest of the paper is organized as follows. Section 2 investigates the three types of conceptual modeling variability identified in the literature. Three types of transformations are advanced in order to cope with the variability among variants. A biological evolution-based model is proposed in Section 3, while Section 3.2 formalizes the identified transformations within the three types of conceptual modeling variability studied as ontogenic and phylogenic processes. Section 4 contains some conclusions of the paper and suggestions of future work.

2. Conceptual Modeling Variability Types

A non-exhaustive framework of three types of variability was proposed, based on a literature survey and empirical evidence: construct, vertical abstraction, and horizontal abstraction variability [19].

2.1. Construct Variability.

**Definition 2.1. Construct Variability ([19])**

Construct variability represents the possibility of modeling concepts in the UoD using different constructs in the same modeling language.

Within construct variability, the concepts within UoD have the same semantics in all variants. They are represented by a class (entity), an attribute, a relationship.

2.1.1. Types of Equivalent Construct Variants. There are many types of construct variability. In [3] the possible refactorings that may be applied to the conceptual modeling variability are studied. In Figure 1 a frequently case of construct variability within object-oriented analysis and design is presented. The Price concept may be both modeled as a class (cmA variant) with a single attribute amount or as an attribute of type integer (cmB variant). The semantic definition for the price and the Product are identical in both variants, though different language constructs to represent it are used, i.e., an attribute (cmB variant) instead of a concept (cmA variant).

Another type of construct variability is similar to normalization of a database definition, by removing all redundant data elements from the class definitions. Figure 2 emphasizes such a normalization in the cmA variant, where the product value aspect is modeled as an attribute. In the cmB variant, the product value is modeled as a method, which multiplies the quantity by the price to obtain the correct value in Figure 2. A motivation to consider the
value a method is because it represents a calculation done predominantly at design level. Within the analysis phase, the semantic definition of the value is given by the same formula within different conceptual models.

A third type of construct variability is represented by the multiple types definition. It consists of introducing or removing specific codes for all the types that are a direct specialization of a generic type. Figure 3 shows a general Product that is refined to another ones, more specific: BOY and GIRL. The cmA variant defines specific codes for each concrete product as for boy or girl, adding a short description for the derived types. On the other hand, the cmB variant creates different classes for boy or girl products, providing flexibility for improvements directed to a specific type. Therefore, the definition for the specialized types has not the same semantics for both variants.

2.1.2. Suggested Refactorings. In order to switch between variants, there are several types of refactorings that may be applied.

Refactoring a class (entity) to a set of attributes (properties)
The first recommended transformation is the *InlineClass* refactoring \[9\]. It is used as a weight reducer since it diminishes the number of classes (entities) by redistributing the responsibilities among the remaining classes (entities). The aspect of moving the attributes and methods to other classes is realized through refactorings like *MoveMethod* or *MoveField*. Figure 1 illustrates how the *price* attribute in the *Product* class is replaced by the attribute contained within the *Price* class, i.e., the *amount* attribute. In order to reverse the effect of the *InlineClass* refactoring, the *ExtractClass* refactoring may be applied to switch between variants. As an immediate effect of the latter application is a raise of the abstraction level, while the overall weight of the UoD increases due to the new class (entity) addition.

**Refactoring an attribute to a method**

There are many cases where an attribute may be computed from other existing attributes, while the attribute continues to exist. This results in redundancy, a particular case of bad smell \[9\]. The initialization of the attribute may consist of a formula of which the interpretation gives the correct value of the attribute. Subsequently, the attribute is updated by the corresponding formula. Thus, it may be extracted to a method and the calls to this method will replace the access to the redundant attribute. The latter one being no longer referenced, will be removed. In order to remove this redundancy problem, the *SelfEncapsulateField* refactoring is suggested by Figure 2, that will replace all accesses and updates to the attribute with calls to a newly introduced accessor (*getter*) and modifier (*setter*) method. The *IntroduceExplainingVariable* refactoring allows to return to initial variant by adding an attribute that will be initialized with the corresponding expression.

**Refactoring type codes to a set of derived classes**

**Figure 3.** Construct variability for multiple types. *cmA* variant is an attribute-based model; *cmB* variant is an entity-based model.
Type codes may be used to model different specializations of the same class. This situation is usually indicated by the presence of case-like conditional statements, i.e., `switch`, `if-then-else` constructs. They test the value of the type code and then execute the appropriate code, depending on the value of the type code. A variant to this conceptual model is to expand the class into a class hierarchy in order to emphasize specific types of the base class.

Different refactorings are recommended to be used subsequently. Conditionals that affect the behavior need to be transformed by the `ReplaceConditionalwithPolymorphism` refactoring, that allows to use polymorphism to handle the different behavior in the inherited classes. In order to switch the type codes within a context where the behaviour is not affected the `ReplaceTypeCodewithSubclass` refactoring may be applied. In each cases, the type codes will be replaced with a subclass for each distinct one. Furthermore, there are cases where some features that are relevant only to objects with certain type codes.

Creating such a class hierarchy through this refactoring, then the `PushDownMethod` and the `PushDownField` refactorings may be applied to clarify to which subclass these features are relevant. An important advantage of this switch between variants is the possibility to move the particular behaviour from a client of a class to the class itself. This refactoring ensures a large flexibility of the variant within a continuous changing UoD, through polymorphism.

The reverse process allows to transform subclasses into attributes within a single class, following the `ReplaceSubclasswithFields` refactoring. Figure 3 depicts the way the type codes are changed by the appropriate refactorings. This refactoring situation represents a special case of forward conceptual abstraction. There are cases where the type code may or may not affect the behavior.

2.1.3. Core Ideas. The three representative examples demonstrate that refactoring between construct variants is feasible. The effort required to switch between the variants is reduced by the application of a limited number of small refactorings.

There are few, rather limited differences between the variants within the construct variability. Though, the literature retained some work that suggests the evolvability aspect of conceptual models within this type of variability. This would be the case of the third example discussed here, where the flexibility to improvements of the `cmA` variant is reduced. In [1] it is claimed that an entity should be preferred over an attribute if it is likely that the modeled concept in the UoD will take benefit of additional properties in the future.
Though, this claim suggests that it is useful to be able to switch between these two variants.

This type of variability is exploited in the shift from object-oriented analysis to design. As a consequence, it is expected that construct variability had been already used refactoring in current modeling activities. Furthermore, other relevant results in refactoring conceptual models show that is unlikely that hard obstacles for this transformations between construct variants will be found [6, 18, 7].

2.2. Vertical Abstraction Variability.

Definition 2.2. Vertical Abstraction Variability ([19])

Vertical abstraction variability refers to the possibility of modeling concepts in the UoD in a more or less generic (abstract) way.

2.2.1. Types of Vertical Abstract Variants. There are two ways to navigate over the vertical abstraction variability. The first one refers to the possibility to switch from a general conceptual model to a concrete model, while the other one increases the abstraction level by removing concrete aspects, or by adding various parameters. In [2] refactoring categories needed to switch between models are identified and described.

An example of an abstract vertical variability that may be navigated in both ways, from a generic to a specific conceptual model and vice versa is presented for the Loan concept. It cannot be considered like in the construct variability, because its definitions are different within studied variants. The cmA variant illustrated by Figure 4 consists of a concrete conceptual model, where a Loan is associated with the Client to whom it was given to.

![Figure 4. cmA variant for the concept Loan: a concrete model within a vertical abstraction.](image)

In the Figure 5, the cmB variant defines the Loan given to a Client when a specific Action is achieved, e.g., the client meets some eligibility criteria.

Figure 6 depicts the cmC variant, where the Loan is given to Client, that may be an Institution or a Person. Moreover, the Loan has a type and it is given to the Client when some Action is fulfilled.
The three variants may be navigated from the most concrete, to the most general and conversely. The \textit{cmC} variant is the most general model, where the \texttt{Loan} definition is available for a wide number of situations compared to the first two variants.

2.2.2. \textit{Suggested Refactorings}. In order to switch between the presented variants, the two ways to navigate over the vertical abstraction and instantiation variability were studied and appropriate solutions were provided.

\textbf{Transforming to a more generic variant}

For the \texttt{Loan} concept, switching from the most concrete variant (\textit{cmA} variant) to the most general (\textit{cmC} variant) means to increase its flexibility
First, by introducing some Action concept that allows to offer a Loan to a Client (\textit{cmB} variant). The abstraction level is increased by switching from the \textit{cmB} variant to the \textit{cmC} variant, by adding a Type to the Loan and differentiating a Client as Institution or Person. In order to do that, a more detailed analysis is needed. The forward conceptual abstraction follows to discover new concepts and new associations that make the model more flexible. The refactoring techniques that may be applied are not immediately identified.

**Transforming to a more specific variant**
In order to obtain the \textit{cmA} variant starting from the \textit{cmC} variant, the flexibility level of the more generic variant has to be reduced by removing all unrequired concepts, associations, and attributes. The refactorings that can be applied in this situation are those specific to inheritance or generality category [9]. They may consists of refactorings like: \textit{PullUpField}, \textit{PullUpMethod}, \textit{PushDownMethod}, \textit{PushDownField}, \textit{ExtractSubclass}, \textit{ExtractSuperclass}, or \textit{ExtractInterface}. It is important to underline that from this large refactoring category only the refactorings that work on concepts, associations, or attributes will be applied. This transformations allow to switch from a flexible model to a thin, clear, concrete model, by removing the superfluous information.

2.2.3. Core Ideas. The software \textit{genericity} is defined by Parnas [16] as the possibility to use it ”without change, in a variety of situations”. In [11] \textit{abstraction} is defined as ”a view of an object that focuses on the information relevant to a particular focus and ignores the remainder of the information”.

In order to identify and implement new concepts and specialized behaviour that transform the concrete models to more generic ones, the forward conceptual abstraction process is needed. Refactoring techniques have limited usage in this navigation way of the vertical abstraction variability. The new variants have the advantage of a raised adaptability and flexibility.

The shift from a more generic to a more specific conceptual model consists of applying refactoring techniques that remove the redundant modeling elements and achieve a lighter variant of the initial model. This type of variability was observed in the process of simplifying the design of the over engineered systems [16, 10, 8, 6]. Changes to the system are made more easily if the conceptual model is more general and consequently, more difficult if the conceptual model is too simple or too concrete.

2.3. Horizontal Abstraction Variability.

**Definition 2.3.** Horizontal Abstraction Variability ([19])
Horizontal abstraction variability refers to the possibility of modeling concepts in the UoD based on different properties.

2.3.1. Types of Horizontal Abstract Variants. The horizontal abstraction is emphasized within a particular UoD that contains the concepts of an academic management system, like students and teachers. A student has a specialty that follows, while a teacher has a didactic position. Each of them has a certain civil status. The solutions proposed to achieve horizontal variability are presented in [4].

A first direction within the research is represented by the one depicted in Figure 7 where the person type, i.e., student or teacher, is emphasized. The possibility to make visible the person types means to add it as a primary dimension [19], that allows to isolate all instances of a certain type of person. In the $cmA$ variant, the person type instances are separated in two categories, defined as the Student or Teacher concepts. Civil Status property is shared by both Student and Teacher concepts. In [19] such a property forms a secondary dimension in the concept modeling. Its instances, like married person or single person are scattered (made not visible) over all instances of the Student and Teacher types.

![Figure 7. cmA variant](image)

**Figure 7.** $cmA$ variant: The Person types form a primary dimension, through the Student and Teacher concepts.

The second approach consists of highlighting the Civil Status property by isolating it as a primary dimension. Therefore, instances of persons are divided in two categories: Married person and Single person. The person type (student or teacher) remains as a secondary dimension, being spread over all instances of type Married Person and Single Person. Figure 8 presents the $cmB$ variant where the person type is not visible, but shared between different instances of Civil Status types.

In order to shift between the two variants an intermediate $cmC$ variant, presented by Figure 9, needs to be build. Therefore, the primary dimension of the person types from the first approach and the primary dimension of the
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2.3.2. Suggested Refactorings. There are situations where someone may want to switch between variants developed within horizontal abstraction variability. The shift between the \textit{cmA} variant and the \textit{cmB} variant may be done using the \textit{cmC} variant as an intermediate variant. In order to achieve it a two phases process has to be implemented:

- \textit{Step 1}: establish an equivalency relationship between the two dimensions, by transforming the \textit{cmA} variant to the \textit{cmC} variant;

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure8}
\caption{\textit{cmB} variant: The \texttt{Civil Status} types form a primary dimension, through the \texttt{Married Person} and \texttt{Single Person} concepts.}
\end{figure}

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure9}
\caption{\textit{cmC} variant: Both \texttt{Person} and \texttt{Civil Status} types are primary dimensions.}
\end{figure}
Refactoring to equivalent dimensions (Step 1)

In order to accomplish the equivalency between the \( cmA \) variant and the \( cmC \) variant, each entity type from the primary dimension of the \( cmA \) variant will receive the specialization from the primary dimension of the \( cmB \) variant. This means that a Student will become Married Student or Single Student, while a Teacher will be Married Teacher or Single Teacher. The total number of entity types is computed as cartesian product between the number of entity types for the Primary Dimension (noPD) within the \( cmA \) variant (student, teacher) \( noPD_{cmA} = 2 \), and the \( cmB \) variant (married, single) \( noPD_{cmB} = 2 \). Therefore, as it is shown in Figure 9 the number of specialized types identified within the \( cmC \) variant is \( noPD_{cmC} = noPD_{cmA} \times noPD_{cmB} = 2 \times 2 = 4 \). Transformations required to switch between the \( cmA \) variant and the \( cmC \) variant include the following aspects:

(1) **add new classes to specialize.** For each entity type of the primary dimension within the \( cmA \) variant, i.e., Student and Teacher, new subclasses that emphasize the primary dimension within the \( cmB \) variant, i.e., Married and Single, are added. This means the new variant will be enhanced with the following classes (entities): Married Student, Single Student, Married Teacher, and Single Teacher.

(2) **responsibility reassignment.** Specialization for the new added classes (entities) is made by moving or pushing down data (and behaviour) from the initial primary dimension to the new subclasses, using refactorings like: PushDownMethod and PushDownField [9]. This new variant introduces redundancies, like where a Single Student has already a typed property Civil Status as Single.

(3) **add new class to generalize.** Generalization for the new created subclasses is added from the primary dimension of the \( cmB \) variant.

Refactoring to a primary dimension (Step 2)

To obtain the simplified \( cmB \) variant starting from the \( cmC \) variant, the transformations previously applied have to be semantically reversed. This means that primary dimension from the \( cmB \) variant has to be emphasized by collapsing the existing subclasses in the \( cmC \) variant. Thus, the entity types related to a Person (Student and Teacher) will be spread within the model through the new primary dimension Civil Status (Married and Single) of the \( cmB \) variant. The suggested refactorings to obtain a lighter model, concentrated on a specific primary dimension, include the following transformations that collapse the hierarchy:
(1) *responsibility reassignment.* Generalization is realized by moving or pulling up data (and behaviour) from one initial primary dimension to a new class, using refactorings like: *PullUpMethod* and *PullUpField.* This transformations prepare the model to safely remove the superfluous information from the *cmC* variant.

(2) *safely removal of the specialized classes.* Only the primary dimension of the *cmB* variant, represented by the typed property *Civil Status*, through *Married Person* and *Single Person* are kept. Specialized classes related to the primary dimension of the *cmA* variant, as *Married Student*, *Single Student*, *Married Teacher*, and *Single Teacher* may be safely removed from the new model.

Refactorings applied to reduce the model to a single primary dimension, does not ensure the equivalency between the *cmB* variant and the *cmA* variant. There are two possibilities to check that a *Person* is a *Student* or a *Teacher*.

- **implicit relationship usage.** There is an implicit relationship between
  - *Student* and *Specialty* – *only* the *Student* is registered at a faculty *Specialty*;
  - *Teacher* and *Didactic Position* – *only* the *Teacher* occupies a *Didactic Position*;

- **type variable usage.** A new type variable may be introduced to distinguish between the two *Person* types (*Student* and *Teacher*).

2.3.3. **Core Ideas.** Similar to the vertical abstraction variability, in horizontal abstraction variability the concepts in the UoD are modeled using different semantic definitions. But, within the former one, the difference between variants concerns the different levels of generality, while in latter one, the difference between variants bears upon concepts that are modeled based on different properties.

In the horizontal abstraction variability, the properties may be or not visible and isolated. They are classified as *primary dimension properties* (that can be visible and isolated from others) and *secondary dimension properties* (that are not visible and cannot be isolated from others)[19].

The literature records claims that, as vertical abstraction variability, the horizontal abstraction variability affects evolvability [17]. Within the latter one, the aspect responsible for the evolvability disadvantages is represented by the information hiding highlighted within the secondary dimension.

In order to refactor from the *cmA* variant to the *cmB* variant a new intermediate with equivalent dimensions *cmC* variant is used. The transformation process from a variant with equivalent dimensions to a regular variant implies more resources than the previous step, when there were many constraints and relationships that became implicit in the resulting model.
The transformations number applied through refactoring when switching between variants depends on the number of entity types in the primary dimensions of both variants \( (noPD_{cmC} = noPD_{cmA} \times noPD_{cmB}) \) and the extent to which these types are used. Thus, it is expected that some range may be taken over, above which the refactoring cost weights to much over its advantages.

Refactoring literature does not record real world application of horizontal abstraction variability, though active research has been developed [15].

3. A Model for the Evolution in Conceptual Modeling Variability

Variability within conceptual modeling outlines an evolutionary process among different models of a specific variability type. This process is similar to the biological evolutionary process presented by Maturana and Varela in [13]. According to them, changes are determined by the structure of an organism and a perturbation. A perturbation itself does not determine how the organism evolves, but it triggers the organism to change its structure. The evolved organism with its new structure affects the outer environment and produces another perturbation. This iterative process of the interaction between the organisms structure and the environment through a perturbation is a driving force of evolution [13].

For a software product, customers may require new functionalities to be implemented. This results in changes that serve as perturbation in the software product evolution. In order to achieve variability within conceptual modeling, changes provided by refactoring, forward conceptual abstraction, conceptual specialization or other evolutionary changes have to be applied. There are two types of evolution in biology: phylogeny and ontogeny [13]. The former refers to the evolution as species while the latter refers to the evolution of individual living beings.

Two types of evolutions have been identified for the conceptual modeling variability within our research. A first type of evolution is similar to an ontogenic process where an individual living being grows. This corresponds to small changes that does not substantially affect the overall conceptual model. Major modifications on the conceptual models that have effect on the entire future development represent a second type of evolution. This is represented by a phylogenetic process that fundamentally affects every development stage forward. Within a phylogenetic evolution, the before and after conceptual models belong to different development stages and have different development approaches.

For the already studied conceptual modeling variability with its three different types, i.e., construct, vertical abstraction, and horizontal abstraction,
an evolution model may be developed. Figure 10, Figure 11, and Figure 12 illustrate how the two ontogenic and phylogenetic biological evolution may be modeled in the conceptual modeling variability context.


Evolution in Construct Variability

Figure 10(a) depicts the ontogenic evolution for conceptual models that are perturbated by small changes that do not fundamentally affect the developed model. These changes correspond to switches between attributes and entities \((cm_{i,j} \rightarrow cm_{i+1,j}, cm_{i+1,j} \rightarrow cm_{i,j})\) or attributes and methods \((cm_{i+1,j} \rightarrow cm_{i+2,j}, cm_{i+2,j} \rightarrow cm_{i+1,j})\) approaches (see Section 2.1.2). They consist of refactorings applied to the conceptual models such that their overall organization remains fundamentally unchanged.

The multiple types definition construct variability presented in Section 2.1, outlines a phylogenetic evolution by the addition of new types within the conceptual model. Figure 10(b) shows that changes within the model are reflected by a forward conceptual abstraction process, denoted by \(\rightarrow\), for addition of new types \((cm_{i,j} \rightarrow cm_{i+1,j+1})\). The existing types removal and their replacement by type codes is achieved by conceptual specialization, relation denoted by \(\bullet\), where \(cm_{i+1,j+1} \rightarrow \bullet cm_{i,j}\). They represent small refactorings that decrease the complexity. They may be interpreted as a special case of forward conceptual abstraction inducing a different generality level between the source and the target models.

Evolution in Vertical Abstraction Variability

Reducing the abstraction level for a conceptual model means to remove superfluous information in order to shape a more concrete conceptual model. Figure 11 suggests that shifting from a more general to a more concrete model \((cm_{i+1,j+2} \rightarrow \bullet cm_{i,j}, cm_{i+3,j+3} \rightarrow \bullet cm_{i+1,j+2} - \bullet cm_{i+2,j+1})\) results in changes applied to a single model, i.e., the more concrete one, which corresponds to a conceptual specialization, by reducing the model generality. In this way, the simplifying process consists of refactorings that remove the irrelevant information in the target model. On the contrary, raising the abstraction level requires additional information gathered by forward conceptual abstraction. Figure 11 shows that moving to a generic model new extension stages are added \((cm_{i,j} \rightarrow cm_{i+1,j+2}, cm_{i+1,j+2} \rightarrow cm_{i+3,j+3}, cm_{i+2,j+1} \rightarrow cm_{i+1,j+2})\).

Evolution in Horizontal Abstraction Variability

Switching between models developed under horizontal abstraction variability may be done using an intermediate variant. The phylogenetic evolution within this type of variability appears at the first shifting step. Figure 12 shows that addition of a new visibility dimension to the model, which drives the complexity of the development process to a higher level through forward conceptual
abstraction \((cm_{i,j} \rightarrow cm_{i+1,j+1}, \ cm_{i+2,j} \rightarrow cm_{i+1,j+1})\). In order to reduce the number of visible dimensions, refactoring may be applied to a model within a conceptual specialization \((cm_{i+1,j+1} \cdot cm_{i,j}, \ cm_{i+1,j+1} \rightarrow cm_{i+2,j})\). This process is depicted by Figure 12 where the intermediate model \(cm_{i+1,j+1}\) is used to achieve the specialization for a single conceptual model.

3.2. Formal Approach. In order to formalize the conceptual modeling variability as an ontogenic and phylogenic evolution some definitions are needed.

Definition 3.1. Conceptual Model ([5])
A conceptual model is a triple \( M = (E, S, A) \), where:

(i) \( E = \{e_1, \ldots, e_m\} \) is the set of entities or concepts within the model;
(ii) $S = \{s_{ij}|e_i, e_j \in E, \exists e_i s_{ij}, i, j \in \{1, \ldots, m\}\}$ is the set of associations between the entities within the model;

(iii) $\text{Attr}_i = \{a_{i1}, \ldots, a_{ik}\}$ is the set of attributes for the entity $e_i, i = 1, m$, and $A = \bigcup_{i=1}^m \text{Attr}_i$ is the set of all attributes within the model.

In what follows, by $\mathcal{P}(X)$ is denoted the power set of $X$.

**Definition 3.2. Refactoring ([5])**

Let $M_1 = (E_1, S_1, A_1)$ and $M_2 = (E_2, S_2, A_2)$ be two conceptual models. A refactoring is a triple $r = (e_r, s_r, a_r)$ that transforms $M_1$ to $M_2$. Furthermore, the following constraints are met:

(i) $e_r : E_1_r \rightarrow \mathcal{P}(E_2_r)$ maps the affected set of entities of the two conceptual models, where $E_1_r \subseteq E_1, E_2_r \subseteq E_2$;

(ii) $s_r : S_1_r \rightarrow \mathcal{P}(S_2_r)$ maps association relationship changes between the two conceptual models, where $S_1_r \subseteq S_1, S_2_r \subseteq S_2$;

(iii) $a_r : A_1_r \rightarrow \mathcal{P}(A_2_r)$ maps the affected set of attributes of the two conceptual models, where $A_1_r \subseteq A_1, A_2_r \subseteq A_2$.

This is denoted by $M_1 \xrightarrow{r} M_2$.

**Definition 3.3. Forward Conceptual Abstraction ([5])**

Let $M_1 = (E_1, S_1, A_1)$ and $M_2 = (E_2, S_2, A_2)$ be two conceptual models. A forward conceptual abstraction is a triple $fca = (e_{fca}, s_{fca}, a_{fca})$ that transforms $M_1$ to $M_2$ (denoted by $M_1 \xrightarrow{fca} M_2$). Furthermore, the following constraints are met:

(i) $e_{fca} : E_{fca} \rightarrow \mathcal{P}(E_2)$ maps a new set of entities $E_{fca}$ to the $M_2$ conceptual model, where $E_1 \cap E_{fca} = \emptyset, E_1 \cup E_{fca} = E_2$;

(ii) $s_{fca} : S_{fca} \rightarrow \mathcal{P}(S_2)$ maps a new set of association relationships $S_{fca}$ to the $M_2$ conceptual model, where $S_1 \cap S_{fca} = \emptyset, S_1 \cup S_{fca} = S_2$;

(iii) $a_{fca} : A_{fca} \rightarrow \mathcal{P}(A_2)$ maps a new set of attributes $A_{fca}$ to the $M_2$ conceptual model, where $A_1 \cap A_{fca} = \emptyset, A_1 \cup A_{fca} = A_2$.

Refactoring allows to switch between variants on the same abstraction level, while forward conceptual abstraction increases the generality of the target conceptual model, placing it on a higher extension stage. In order to reach a lower abstraction level, transformations that reduce complexity and generality are applied. Conceptual specialization decreases the abstraction level, being a special case of forward conceptual abstraction that achieves the transformation in the reverse order. Similar to this, conceptual specialization uses refactoring to move towards a lower extension stage. Therefore, a conceptual specialization is defined as a refactoring that acts as a reversed forward conceptual abstraction.
Definition 3.4. **Conceptual Specialization ([5])**

Let \( M_1 = (E_1, S_1, A_1) \) and \( M_2 = (E_2, S_2, A_2) \) be two conceptual models. A **conceptual specialization** is a triple \( r = (e_{cs}, s_{cs}, a_{cs}) \) that transforms \( M_1 \) to \( M_2 \) (denoted by \( M_1 \xrightarrow{cs} M_2 \)). Furthermore, the following constraints are met:

(i) \( e_{cs} : E_{1cs} \to \mathcal{P}(E_2) \) maps the set of entities \( E_{1cs} \) to the \( M_2 \) conceptual model, where \( E_{1cs} \subseteq E_1, E_2 \subseteq E_1 \);

(ii) \( s_{cs} : S_{1cs} \to \mathcal{P}(S_2) \) maps the set of association relationships \( S_{1cs} \) to the \( M_2 \) conceptual model, where \( S_{1cs} \subseteq S_1, S_2 \subseteq S_1 \);

(iii) \( a_{cs} : A_{1cs} \to \mathcal{P}(A_2) \) maps the set of attributes \( A_{1cs} \) to the \( M_2 \) conceptual model, where \( A_{1cs} \subseteq A_1, A_2 \subseteq A_1 \).

Following the notions previously introduced, the ontogenic and phylogenic processes are formally defined.

Definition 3.5. **Ontogenic Evolution ([5])**

Let \( M_1 = (E_1, S_1, A_1) \) and \( M_2 = (E_2, S_2, A_2) \) be two conceptual models, where \( E_2 - E_1 = \emptyset, S_2 - S_1 = \emptyset \) and \( A_2 - A_1 = \emptyset \). An **ontogenic evolution** is a transformation \( t_o = (e_{o}, s_{o}, a_{o}) \) that transforms \( M_1 \) to \( M_2 \) (denoted by \( M_1 \xrightarrow{to} M_2 \)). The transformation \( t_o \) has the following properties:

(i) \( t_o \) consists of (small) changes that does not affect the semantics of the \( M_2 \) model;

(ii) \( t_o \) is a refactoring, i.e., \( M_1 \xrightarrow{to} M_2 \) is achieved by \( M_1 \xrightarrow{r} M_2, t_o = r \).

Definition 3.6. **Phylogenic Evolution ([5])**

Let \( M_1 = (E_1, S_1, A_1) \) and \( M_2 = (E_2, S_2, A_2) \) be two conceptual models, where \( E_2 - E_1 = E_p, S_2 - S_1 = S_p \) and \( A_2 - A_1 = A_p \). A **phylogenic evolution** is a transformation \( t_p = (e_{p}, s_{p}, a_{p}) \) that transforms \( M_1 \) to \( M_2 \) (denoted by \( M_1 \xrightarrow{tp} M_2 \)). The transformation \( t_p \) has the following properties:

(i) \( t_p \) consists of changes that affect the semantics and the abstraction level of the \( M_2 \) model;

(ii) if \( M_2 \) is a more general model than \( M_1 \) then \( t_p \) is a forward conceptual abstraction, i.e., \( M_1 \xrightarrow{fca} M_2 \) is accomplished by \( M_1 \xrightarrow{fca} M_2, t_p = fca \);

(iii) if \( M_1 \) is a more general model than \( M_2 \) then \( t_p \) is a conceptual specialization, i.e., \( M_1 \xrightarrow{cs} M_2, t_p = cs \).

The three types of conceptual modeling variability are defined as biological evolution processes, following the ontogenic and phylogenic principles.

Definition 3.7. **Construct Variability Evolution ([5])**
Let $M_1 = (E_1, S_1, A_1)$ and $M_2 = (E_2, S_2, A_2)$ be two conceptual models.

The **construct variability** is a transformation $c\text{Var}$ (denoted by $M_1 \xrightarrow{c\text{Var}} M_2$). The following statements stay within the construct variability:

(i) within the **ontogenic evolution** $M_1 \xrightarrow{o} M_2$:

(a) a refactoring transformation is applied, i.e., $M_1 \xrightarrow{r} M_2$, and $c\text{Var} = t_o = r$, where $M_1$ and $M_2$ have the same abstraction modeling level;

(ii) within the **phylogenic evolution** $M_1 \xrightarrow{p} M_2$:

(a) a forward conceptual abstraction may be applied, i.e., $M_1 \xrightarrow{f\text{ca}} M_2$, and $c\text{Var} = t_p = f\text{ca}$, where $M_1$ and $M_2$ have different abstraction modeling levels and $M_2$ is a more general model than $M_1$;

(b) a conceptual specialization is applied, i.e., $M_1 \xrightarrow{c\text{sp}} M_2$, and $c\text{Var} = t_p = c\text{sp}$, where $M_1$ and $M_2$ have different abstraction modeling levels and $M_1$ is a more specific model than $M_2$.

**Definition 3.8. Vertical Abstraction Variability Evolution** ([5])

Let $M_1 = (E_1, S_1, A_1)$ and $M_2 = (E_2, S_2, A_2)$ be two conceptual models. The **vertical abstraction variability** is a transformation $v\text{Var}$ (denoted by $M_1 \xrightarrow{v\text{Var}} M_2$). The following statements stay within the vertical abstraction variability:

(i) within the **phylogenic evolution** $M_1 \xrightarrow{p} M_2$:

(a) a forward conceptual abstraction may be applied, i.e., $M_1 \xrightarrow{f\text{ca}} M_2$, and $v\text{Var} = t_p = f\text{ca}$, where $M_1$ and $M_2$ have different abstraction modeling levels and $M_1$ is converted to a more general model $M_2$;

(b) a conceptual specialization may be applied, i.e., $M_1 \xrightarrow{c\text{sp}} M_2$, and $v\text{Var} = t_p = c\text{sp}$, where $M_1$ and $M_2$ have different abstraction modeling levels and $M_1$ is converted to a more specific model $M_2$.

**Definition 3.9. Horizontal Abstraction Variability Evolution** ([5])

Let $M_1 = (E_1, S_1, A_1)$ and $M_2 = (E_2, S_2, A_2)$ be two conceptual models. The **horizontal abstraction variability** is a transformation $h\text{Var}$ (denoted by $M_1 \xrightarrow{h\text{Var}} M_2$). The following statements stay within the horizontal abstraction variability:

(i) within the **phylogenic evolution** $M_1 \xrightarrow{p} M_2$:

(a) a forward conceptual abstraction may be achieved, i.e., $M_1 \xrightarrow{f\text{ca}} M_2$, and $h\text{Var} = t_p = f\text{ca}$, where $M_1$ and $M_2$ have different modeling
abstraction levels and the $M_1$ model is transformed to the $M_2$ model by adding a new primary dimension; (b) a conceptual specialization may be applied, i.e., $M_1 \xrightarrow{cs} M_2$, and $hVar = t_p = cs$, where $M_1$ and $M_2$ have different abstraction modeling levels and the $M_1$ model is transformed to the $M_2$ model by removing a primary dimension.

The existing relations among various conceptual models within the same or different extension stages of the development process is formalized too.

**Definition 3.10. Ontogenic Equivalence ([5])**

Let $M_1 = (E_1, S_1, A_1)$ and $M_2 = (E_2, S_2, A_2)$ be two conceptual models. Then:

$M_1$ is **ontogenically equivalent** to $M_2$ (denoted by $M_1 \equiv M_2$) if $\exists t_{o_r}, t_{o_l}$ two ontogenic transformations such that $M_1 \xrightarrow{t_{o_r}} M_2$ and $M_2 \xrightarrow{t_{o_l}} M_1$.

This means that $M_1$ and $M_2$ belong to the same extension stage, while $t_{o_r}$ and $t_{o_l}$ are refactorings that transform a conceptual model to another.

**Definition 3.11. Phylogenic Dominance ([5])**

Let $M_1 = (E_1, S_1, A_1)$ and $M_2 = (E_2, S_2, A_2)$ be two conceptual models. Then:

(i) $M_1$ is **phylogenically dominated** by $M_2$ (denoted by $M_1 < M_2$) if $\exists t_{p_a}$ a phylogenic transformation such that $M_1 \xrightarrow{t_{p_a}} M_2$ and $M_2$ is a more general conceptual model than $M_1$;

(ii) $M_1$ **phylogenically dominates** $M_2$ (denoted by $M_1 > M_2$) if $\exists t_{p_d}$ a phylogenic transformation such that $M_1 \xrightarrow{t_{p_d}} M_2$ and $M_1$ is a more general conceptual model than $M_2$.

This means that $M_1$ and $M_2$ belong to different extension stages, while $t_{p_a}$ is a forward conceptual abstraction and $t_{p_d}$ is a conceptual specialization that allows to shift between conceptual models.

4. **Conclusions and Future Work**

Variability occurs in almost every modeling activity and its exploitation may help modelers to switch between taken decisions and to validate the model equivalence. Refactoring techniques are dedicated to design and implementation phase, but the research shows that their applicability may be extended to the conceptual modeling level.
Even though refactoring was applied to some theoretical but representative conceptual model examples, there is a large confidence that refactoring is reliable when it is used on particular and large UoD. For each type of variability, the specific problems on refactoring between variants were studied.

There are several important ideas that emerge from this analysis:

- construct and vertical abstraction variability and the application of refactorings between them are already recognized in software evolution practice and research [9, 12];
- within vertical abstraction variability, the transformation to a more generic variant requires forward conceptual abstraction, similar to a forward engineering at modeling stage;
- within horizontal abstraction variability shifting between variants requires an intermediate conceptual model, with an inconsistent modeling state and reduced relevance.

A biological evolution model was proposed in order to cope with different types of variability previously identified. Three specific transformations were suggested to shift between ontogenic and phylogenetic conceptual models: refactoring, forward conceptual abstraction, and conceptual specialization.

Furthermore, there are aspects that have to be analyzed in the near future, like: a thoroughly study of the switching process between horizontal abstraction variants and to estimate the refactoring effort between variants.
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ABSTRACT. Complex systems and their important principles of emergence, auto-organization and adaptability are being intensively studied by researchers in a variety of fields including physics, biology, computer science, sociology and economics. The aim of this paper is to highlight potential interesting research directions lying at the intersection of nature-inspired computing and complex systems and able to generate new insights on modelling complexity. The field of evolutionary computation comprises classes of nature inspired search, design and optimization methods that can be applied to a variety of complex problems. Complex systems and relevant evolutionary computation methods are reviewed and analysed in this paper. Several aspects relating evolutionary computation to emergent and self-organization phenomena are emphasized.

1. INTRODUCTION

A complex system is any system containing a large number of interacting entities (agents, processes, etc.) which are interdependent. The system behaviour cannot be identified by considering each individual entity and combining them, but considering how the relationships between entities affect the behaviour of the whole system. The main features of complex systems include emergence, self-organization, evolution and adaptability. Emergence occurs when the behaviour of a system cannot be reduced to the sum of the behaviour of the parts. Self-organization is the process by which elements interact to create spatio-temporal patterns of behaviour that are not directly imposed by external forces. The formation of complex systems, and the structural/functional change of such systems, is a process of adaptation. Evolution
is the adaptation of populations through inter-generation changes in the composition of the population. Learning is a similar process of adaptation of a system through changes in its internal patterns. An extensive study of complex systems and cellular automata as important tools in the analysis of complex interactions and emergent systems has been presented in [17].

The development of complex organizations, structures and mechanisms found in nature are explained by Charles Darwin’s theory of evolution [19], one of the greatest scientific achievements of all times. This powerful evolutionary paradigm stands behind a class of nature inspired optimization methods, called Evolutionary Computation (EC). Some optimization methods belonging to the EC class share more than the basic principles and operators [39]. Certain high-level phenomena like the Baldwin effect [38, 65, 73, 71, 5, 28], coevolution and arm races [64, 61, 11, 72, 31], parasitism [56, 63], exaptation [24, 33, 35] and speciation [60] are found in methods and models belonging to EC.

Daniel Dennett has underlined that, “evolution will occur whenever and wherever three conditions are met: replication, variation (mutation), and differential fitness (competition)” [26], thus the digital transference of the natural selection paradigm must be also capable of producing self-organization and adaptability. Several such examples are reviewed in this paper based on a broad analysis of complex systems, EC major areas of interest and important aspects that connect emergent self-organizing phenomena with evolutionary computation. The main emerging research areas are discussed and potential interesting directions able to generate new insights on modelling complexity are emphasized.

The paper is organized as follows: Section 2 presents evolutionary techniques as tools for obtaining complex behaviours; Section 3 describes how EC can be used to evolve irreducible complexity; Section 4 presents the significant role that EC plays in many aspects of the Artificial Life domain; Section 5 shows that evolutionary techniques can be applied for automating the design of heuristic search methods and Section 6 contains conclusions and further research directions.

2. Evolving complex behaviours

Inspired by the richness and robustness of behavioural complexity exhibited by living organisms, EC has been used to tackle a broad variety of problems regarding the development of desired behaviours or strategies. Indeed, truly emergent phenomena are those that cannot be controlled or foreseen. Their effect - beneficial or destructive - will only appear during or after the interaction of the components takes place. Therefore, the task of designing
a system presenting desired emergent behaviour or the task of avoiding undesired emergent behaviour becomes complex and challenging [9]. Since it is by definition impossible to know how design choices made on the component level affect the overall system behaviour such tasks may be realized only by means of computational extensive and expensive simulations. This kind of simulations can be approached by evolutionary computation tools.

There are several characteristics of Evolutionary Algorithms (EAs) that make them suitable for dealing with the challenges mentioned above:

- EAs are black box optimization heuristics, they do not impose any restrictions on the fitness function and thus can be used in a complex simulation environment;
- EAs can be efficiently parallelized, even on heterogeneous hardware platforms like computer grids [1];
- Approximation methods for fitness evaluation can significantly reduce the computational complexity of the simulation;
- EAs are known to be able to cope well with uncertainty in evaluation and capable to adapt to changing environments [7];
- The well established field of Evolutionary Multiobjective Optimization provides a range of methods and tools for dealing with multiple objectives which is a realistic approach in studying complex systems and possible emergent behaviour [23];
- EAs are highly adaptable to different solution concepts - using generative relations such as Pareto dominance or Nash ascendancy can lead to different types of solutions - the Pareto frontier or the Nash equilibria of a game respectively [29];
- EAs are known to be adaptive but they can be also interactive - both features making them useful in studying or designing possible emergent behaviour.

EAs have been successfully used in designing complex systems and inducing desired emergent behaviour. One example is the problem of designing en-route caching strategies [8] where genetic programming is engaged to design effective caching strategies. An EA was used with traffic simulation to design a traffic light controller in a multi-objective setting, attempting to minimize travel time as well as the number of stops.

Chellapilla and Fogel [16] used a genetic algorithm (GA) to evolve neural networks that could play the game of checkers. The major breakthrough of the paper is represented by the fact that a competitive strategy could be evolved given only the spatial positions of pieces on the checkerboard and the piece differential. The GA optimized artificial neural networks to evaluate
alternative positions in the game without relying on any specific credit assignment algorithm - a rewarding mechanism that would normally require human expertise.

Evolutionary search has been applied to develop strategies for many different games like Othello [52] or GO [62]. However, these results suggest that the evolutionary principles may be successfully applied also to problems that have not yet been solved by human expertise.

Evolutionary methods were also successfully applied by Andre and Teller to develop a program for controlling a team of robot soccer players [4]. They used a genetic programming algorithm which operated with a set of primitive control functions such as turning, moving and kicking. The fitness function rewarded good play in general, rather than scoring specific tasks. No code or elementary building block was provided to teach the team how to achieve complex objectives, like ball tracing, kicking the ball in the correct direction, keeping the ball on the opponent’s side, goal scoring etc. The robot team, called Darwin United, entered the international RoboCup\(^1\) tournament, an annual soccer tournament between teams of autonomous robots. Darwin United performed quite well, outranking half of the human-written, highly specialized entries.

Cellular Automata (CA) are decentralized structures of simple and locally interacting elements (cells) that evolve following a set of rules [74]. Programming CA is not an easy task, especially when the desired computation requires global coordination. CA provides an idealized environment for studying how (simulated) evolution can develop systems characterized by “emergent computation” where a global, coordinated behaviour results from the local interaction of simple components [49].

The most widely studied CA task is the density classification problem (DCT) [48]. The task refers to finding the density most present in the initial cellular state. Packard [57] made the first attempts to use genetic algorithms for finding CA rules for the density task. Genetic programming [41], coevolutionary learning [40] and gene expression programming [30] have also been engaged for this problem. Genetic algorithms for computational emergence in the density classification task have been extensively investigated by Mitchell et al [20, 49, 50, 58]. The human designed Gacs-Kurdyumov-Levin rule with a performance of 81.6% as all other known subsequent human-written rules for this problem, were surpassed by rules developed by simulated evolution. Andre et al. [3] found a rule performing with an 82.23% accuracy by using genetic programming. The best currently reported DCT rule has a performance of 89% [54], which was evolved by a two-tier evolutionary algorithm.

\(^1\)http://www.robocup.org/
The potential of evolutionary models to efficiently approach the problem of detecting CA rules to facilitate a certain global behaviour is also confirmed by other current research results [46, 77, 32, 25].

Another CA computational task intensely studied is the synchronization task (ST) [21], where the goal is to find 1D binary CA able to reach a configuration that cycles from all cells 0 in one time step to all cells 1 in next time step (starting from an arbitrary initial configuration). Evolutionary models have been successfully engaged for the synchronization task in several studies [21, 46]. There are several one-dimensional radius-3 CA rules able to solve ST for any arbitrary lattice configuration [21] with an efficacy of approximately 95%. Genetic algorithms proposed in [53, 46] for the synchronization task are able to find radius-2 rules with high efficacy.

Research has also been focused on evolving behaviours in multidimensional CA. Morales et al. [51], Alonso and Bull [2] have studied the DCT in a two dimensional setting. In [10] the authors use GA to evolve behaviour in multi-dimensional CA for DCT, the checkerboard problem that requires the formation of an alternating simple pattern and finally for generic bitmap evolution. The authors found that symmetrical bitmaps seem to be easier to generate than asymmetric ones and that multidimensional CA can solve certain problems faster than one dimensional CA. Chavoya and Duthen successfully evolve CA to produce predefined 2D and 3D shapes [14]. In a later work they apply a GA to evolve an extended artificial regulatory network to produce predefined 2D cell patterns [15].

The evolutionary discovery of rules that produce global synchronization is significant, since these exemplify the automated development of sophisticated emergent computation in decentralized, distributed systems such as CA. These discoveries are encouraging for the prospect of using EC to automatically evolve behaviour for more complex tasks, like predicting chaotic sequences.

3. EVOLVING IRREDUCIBLE COMPLEXITY

An important challenge to evolutionary theory is to explain the origin and development of complex organismal features. Michael Behe, the originator of the term irreducible complexity (IC), defines an IC system as one “composed of several well-matched, interacting parts that contribute to the basic function, wherein the removal of any one of the parts causes the system to effectively cease functioning” [6]. IC is a central argument for proponents of intelligent design, revolving around the belief that such systems demonstrate that modern biological forms could not have evolved naturally.

Evolutionary biologists have shown that through evolutionary mechanism like deletion or addition or multiple parts, change of function or addition of
second function to a part, gradual modification and loss of previously existing scaffolding can contribute to the production of IC systems.

In [34] the authors use a simple GA with variable-length chromosomes over a dynamic fitness function, in order to demonstrate that GAs can produce systems composed of multiple parts contributing to a specified complex function, where all components are critical. Therefore, such a design is irreducible.

The problem to be solved by the GA is a game defined over a 30 × 14 board, where the goal is to attain fitness scores greater than zero. As better solutions are evolved, the game responds by becoming more and more difficult.

By default, each grid cell in the game board is blank. The genes of individuals code mappings onto the game board; the encoded game cells, called “boxes” have one of four types, designated by the letters S, A, L, R. As the game begins, a virtual ball falls through the board, entering at the column index 5, carrying an initial point value of 15. The four box types can modify this value and the direction of travel through the board and can also duplicate the ball. The goal of the game is to multiply game balls and steer them to the sink column, with index 8. Game balls that exit the board on different columns do not affect the fitness score.

The effect of the four box types is the following:

1. The Split box (S-box) duplicates the game ball, each with a point value one less than the original and with a different exit path from the box.
2. The Add box (A-box) increases the point value of a game ball passing through it.
3. The Left boxes (L-boxes) and Right boxes (R-boxes) modify the ball’s direction of travel (right and left turn).

The fitness score of an individual $x$ is defined as:

\[
 f(x) = \max(0, p(x) - l(x) \cdot P)
\]

where $p(x)$ is the number of collected points, $l(x)$ is the chromosome length, and $P$ is a population-wide penalty value which increases with time to make the game more difficult as the individuals evolve. Individuals with fitness zero are considered non-viable, and they do not participate in the tournament selection employed by the GA.

Graham et al. [34] conducted experiments to verify if a GA can construct irreducible complex solutions to this game. An individual was regarded irreducible complex if its fitness was greater than zero, it contained more than five boxes (simple solutions were not of interest) and the removal of any single part (box) from the phenotype resulted in the fitness of the individual dropping to zero. With small population sizes of 50 individuals, they were able to constantly evolve irreducible solutions to this game. Such a highly-evolved solution is depicted in Fig. 1.
Figure 1. An example of a highly-evolved individual as reported in [34]. It can sustain a penalty of $P \approx 1.1 \times 10^{12}$ and collects approximately $3.6 \times 10^{13}$ points.

The game solution strategies found by the GA are variations of the general pattern observable in Fig. 1. The source and sink column is connected with a cluster of A and S-boxes that multiply the game balls and increase their point value. Each side of the cluster if braced by L and R-boxes, that route the balls back into the cluster and towards the sink column.

The work\(^2\) has demonstrated with the help of a simulated environment that simple evolutionary mechanisms can produce irreducible complexity, consisting of more than 100 parts.

In [18], Clayton depicts how IC systems can be obtained in a simple system that operates on a regular two-dimensional triangular lattice. The nodes in the considered lattice are binary. Whenever two adjacent nodes are set to the value 1 or ON, an edge automatically connects them. A group of connected nodes forms a system which is considered viable if and only if it forms a closed geometric shape and its fitness is directly proportional with its perimeter (larger systems are preferred). Through a simulated evolution, the author demonstrates that irreducible complexity evolves in this model in response to natural selection, favoring the larger systems with fewer parts. A continual increase in complexity was observed in 100 evolutionary steps, resulting in IC systems containing between 6 and 30 parts.

GAs are also used to address the watchmaker analogy, which affirms that the highly complex inner workings of a system (ex. watch) necessitate an intelligent designer. The experiment\(^3\) demonstrates that if the components of a watch are allowed to be combined and the resulting design undergoes natural selection, a functional watch can be evolved. The clocks evolve through a series of transitional forms, with ever increasing complexity. At initialization,

\(^2\)An online demonstration of the game and algorithm can be found at [http://www.stellaralchemy.com/ice/index.php](http://www.stellaralchemy.com/ice/index.php).

\(^3\)[http://richarddawkins.net/videos/1322-evolution-is-a-blind-watchmaker](http://richarddawkins.net/videos/1322-evolution-is-a-blind-watchmaker)
98% of the designs are non-functional, the remaining designs being simple pendulums. As they evolve, proto-clocks, more sophisticated clocks gradually develop, starting from 1 hand and resulting in up to 4 hands. The most sophisticated clock obtained had 21 interacting parts.

4. EVOLVING DIGITAL ORGANISMS AND ECOSYSTEMS

Natural evolution as well as its simulated variant can produce complex system configurations and behaviours. Therefore, EC plays a significant role in many aspects of the Artificial Life (AL) domain as behaviour strategies, methods of communication, swarm intelligence and many other topics are commonly explored using evolutionary search techniques (see the “From Animals to Animats” or “Artificial Life” conference series). Furthermore, the dynamics of Darwinian evolution and different hypotheses and models of evolution are often studied through digital organisms - artificial life-forms, that are defined as self-replicating digital models that mutate, compete and evolve.

One of the first experiments with digital organisms was conducted by ecologist Thomas S. Ray in the Tierra model [69], where computer programs capable of mutation and self-replication compete for central processing unit time (energy) and access to main memory (resources). The model has been used to conduct experiments regarding evolutionary and ecological dynamics, including dynamics of punctuated equilibrium, host-parasite coevolution and density-dependent natural selection. In the Tierra framework the fitness function is endogenous; there is simply survival or death of a digital organism.

A related framework, AVIDA, where each digital organism lives in its own protected region of memory and is executed by its dedicated virtual CPU, was used to conduct research in the digital evolution of complex features [43]. The digital organisms evolve to perform certain computational tasks, from which the most complicated one is the equality operator - requiring at least 19 simpler, precisely ordered instructions.

Other noteworthy examples of digital organism simulators include:

1. *Evolve 4.0*[^1] a 2D cellular automata where each cell can behave independently as unicellular organism or be a part of a multicellular creature. The digital organisms can grow, move, feed and replicate.

2. *Darwinbots*[^2], a digital environment of interacting and fighting bots, where the behaviour of the bots is specified by their genome.

3. *brevet[^3]*, a 3D simulator for multi-agent systems and artificial life, with support for physical simulation and collision detection.

[^1]: http://stauffercom.com/evolve4/
[^3]: http://www.spiderland.org/breve/
(4) *Polyworld*, an ecosystem of agents which search for food, mate, replicate and hunt. The individuals actions are governed by arbitrary architecture neural networks employing Hebbian learning. The neural network is encoded in each individual’s genome that is mutated and replicated. Recent results [75] experimenting with Polyworld had underlined an association between small-world network structures of the controlling networks and complex neural dynamics.

(5) *AnimatLab*, is a recently developed simulation tool combining biomechanical simulation and biologically realistic (spiking) neural networks. Lohn’s CA, evolved by a GA to be capable of self-replication [45] and the plant-like biomorphs introduced by Dawkins [22] are another examples of evolutionary AL-forms.

Sims [67, 66] demonstrates the development of animal-like morphologies by simulating Darwinian evolutions of virtual block creatures. The fitness of the initially randomly generated block creatures is measured in their ability to perform a given task, for example swimming in a simulated water environment. The creatures undergoing natural selection and variation developed successful behaviours for swimming, walking, jumping, following, and competing for control of a (resource) cube.

5. **Self-* search**

Emergent phenomena observed in natural systems have been used as an inspiration for designing many evolutionary computation models. For example Ant colony optimization (ACO) [27] or Particle Swarm Optimization (PSO) [55] methods mimic emergent features mentioned above to solve complex search and optimization problems. Emergent phenomena are carefully observed and used as an inspiration for designing new efficient techniques.

Nevertheless, as evolutionary search is capable of producing highly co-adapted complex systems that are often irreducible, there is a growing research interest in evolutionary techniques for automating the (self) design of heuristic search methods. Successful approaches alleviate the need for human experts in the process of designing efficient problem dependent optimization methods (heuristics).

There are two basic approaches to turn simpler methods into self-* algorithms or hyperheuristics: one is built upon machine learning techniques to identify good parameter settings, proper operators and algorithmic building blocks; the second one uses a meta-level search over the parameterization of the base method, where the selection of the good features can be decided in a
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fast greedy way, susceptible of finding (weak) local-optima or by a computationally more expensive evolutionary means.

Regardless of the machine-learning or meta-search based approach, related self-adaptive and meta-level methods revolve around three general processes in automated heuristic design:

1. Adjusting or tuning the method’s control parameters, an approach exemplified by adaptive self-tuning Evolution Strategies [36] or automatically selected perturbation step size in Iterated Local Search [68].

2. Dynamic selection of existing algorithmic components, ex. managing the search operators in an EC algorithm [47] or the application of various linkage learning techniques for developing competent crossover operators [37, 59, 76, 44].

3. Generating new heuristics from basic sub-components, an approach implemented by the “Teacher” framework [70].

The literature regarding this field is immense and it cannot be covered in this review. For a more in-depth discussion, we forward the interested reader to recent reviews on this subject [42, 13, 12].

However, we would like to point out that the evolutionary paradigm can be recursively applied to enhance EC methods. Self-adaptation is an implicit parameter adaptation technique enabling the evolutionary search to tune the strategy parameters automatically by evolution [42].

6. Conclusions

Evolutionary computation techniques have been successfully applied for problems that arise from the study of complex systems principles of emergence, auto-organization and adaptability.

A two-way relationship between the two domains can be observed. On the one hand, their interaction gave rise to new efficient optimization techniques inspired by emergent phenomena and helped improving different heuristic methods in terms of tuning control parameters or dynamic selection of components. On the other hand, evolutionary techniques have been used for designing complex systems. For example, complex desired behaviours and strategies have been evolved by means of evolutionary techniques. Cellular automata is a great example of global, coordinated behaviour that results from the local interaction of simple components. Several other examples include caching strategies, traffic controllers, strategies for difficult games etc. Another major application of EC is the production of irreducibly complex systems characterized by the fact that removing any of the systems parts causes the system to cease functioning. We also present the role that EC has in
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the Artificial Life domain, for aspects like behaviour strategies, methods of communication, swarm intelligence and many other topics.

There are many research perspectives at the intersection of nature-inspired computing and complex systems worth to be further explored. We emphasize the potential of computer simulations using multi-agent modelling and evolutionary computing techniques and investigating complex network and cellular automata models for the analysis of complex systems. Different interaction models at the micro/macro (individual/population) level that induce emergent behavior can be studied using evolutionary computation and further explored in modelling complex systems.
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ADVANCED FUNCTOR FRAMEWORK FOR C++
STANDARD TEMPLATE LIBRARY

NORBERT PATAKI

Abstract. The C++ Standard Template Library (STL) is the most popular library based on the generic programming paradigm. STL is widely used, because it consists of many useful generic data structures and generic algorithms that are fairly irrespective of the used container. Iterators bridge the gap between containers and algorithms. As a result of this layout the complexity of the library is reduced and we can extend the library with new containers and algorithms simultaneously.

Function objects (also known as functors) make the library much more flexible without significant runtime overhead. They parametrize user-defined algorithms in the library, for example, they determine the comparison in the ordered containers or define a predicate to find. Requirements of relations are specified, for instance, associative containers need strict weak ordering. However, these properties are tested neither at compilation-time nor at run-time. If we use a relation that is not a strict weak ordering, the containers become inconsistent. Only adaptable functors are able to work together with function adaptors. Unfortunately, the adapted functors type requirements come from special typedefs. If these typedefs are erroneous ones, the adapted functor does not work perfectly.

In this paper we present our framework that aims at developing safe adaptable functors. One of the characteristics tested at runtime, some of them handled at compilation-time. This framework is based on the object-oriented and generative features of C++. Our aim is to develop a safe, efficient, multicore version of C++ STL in the future.

1. Introduction

The C++ Standard Template Library (STL) was developed by generic programming approach [3]. In this way containers are defined as class templates
and many algorithms can be implemented as function templates. Furthermore, algorithms are implemented in a container-independent way [15], so one can use them with different containers [24]. C++ STL is widely-used because it is a very handy, standard C++ library that contains beneficial containers (like list, vector, map, etc.), large number of algorithms (like sort, find, count, etc.) among other utilities.

The STL was designed to be extensible. We can add new containers that can work together with the existing algorithms. On the other hand, we can extend the set of algorithms with a new one that can work together with the existing containers. Iterators bridge the gap between containers and algorithms [5]. The expression problem [26] is solved with this approach. STL also includes adaptor types which transform standard elements of the library for a different functionality [1].

However, the usage of C++ STL does not mean bugless or error-free code [8]. Contrarily, incorrect application of the library may introduce new types of problems [23].

One of the problems is that the error diagnostics are usually complex, and very hard to figure out the cause of a program error [27, 28]. Violating requirement of special preconditions (e.g. sorted ranges) is not tested, but results in runtime bugs [11, 19]. A different kind of stickler is that if we have an iterator object that pointed to an element in a container, but the element is erased or the container’s memory allocation has been changed, then the iterator becomes invalid [9]. Another common mistake is related to removing algorithms. The algorithms are container-independent, hence they do not know how to erase elements from a container, just relocate them to a specific part of the container, and we need to invoke a specific erase member function to remove the elements physically. Since, for example the remove algorithm does not actually remove any element from a container [14].

C++ STL is very efficient in a sequential realm, but it is not aware of multicore environment [4]. For example, the Cilk++ language aims at multicore programming. This language extends C++ with new keywords and one can write programs for multicore architectures easily. But the language does not consist of an efficient multicore library, but the C++ STL only which is an efficiency bottleneck in multicore environment. We develop a new STL implementation for Cilk++ to cope with the challenges of multicore architectures. This new implementation can be safer solution, too. Hence, our safety extensions will be included in the new implementation. However, the advised techniques presented in this paper concern to the original C++ STL, too.

Most of the properties are checked at compilation time. For example, the code does not compile if one uses sort algorithm with the standard list container, inasmuch as list’s iterators do not offer random accessibility [12].
Other properties are checked at runtime. For example, the standard vector container offers an `at` method which tests if the index is valid and it raises an exception otherwise [18].

Unfortunately, there is still a large number of properties that are tested neither at compilation-time nor at run-time. Observance of these properties is in the charge of the programmers.

Functor objects make STL more flexible as they enable the execution of user-defined code parts inside the library. Basically, functors are usually simple classes with an `operator()`. Inside the library `operator()`s are called to execute user-defined code snippets. This can called a function via pointer to functions or an actual `operator()` in a class. Functors are widely used in the STL because they can be inlined by the compilers and they cause no runtime overhead in contrast to function pointers. Moreover, in case of functors extra parameters can be passed to the code snippets via constructor calls.

Functors can be used in various roles: they can define predicates when searching or counting elements, they can define comparison for sorting elements and properly searching, they can define operations to be executed on elements.

Associative containers (e.g. `multiset`) use functors exclusively to keep their elements sorted. Algorithms for sorting (e.g. `stable_sort`) and searching in ordered ranges (e.g. `lower_bound`) typically used with functors because of efficiency. These containers and algorithms need strict weak ordering [2].

A relation is strict weak ordering, if it is irreflexive, antisymmetric and transitive. A relation is irreflexive, if no element is related to itself. A relation is antisymmetric, if two elements are in relation and these two elements are in relation in reverse order means that two elements are the same. A relation is transitive if whenever an element `a` is related to an element `b`, and `b` is in turn related to an element `c`, then `a` is also related to `c`. For example, internal types’ `operator<` is strict weak ordering relation in contrast to their `operator>=`, that are not strict weak ordering.

The rest of this paper is organized as follows. In section 2 we show the necessity of a framework to develop safe functors. We present our approach for testing functors at runtime in section 3. We detail how to develop safe adaptable functors with our framework in section 4. Finally, we conclude our results in section 5.

2. Motivation

In this section we present motivating examples. We detail the background of the problems because they are not evident.
All standard associative containers (`std::set`, `std::multiset`, `std::map`, `std::multimap`) keep elements ordered. These containers are template classes – among other template parameters they have a type parameter which stands for the type of comparison functor. That is, in this case it is not possible to pass function pointers. We must use functor types instead. From this type the containers create object to evaluate the comparison between elements. This parameter has default value which is `std::less<T>`, where T is the key type of the container. The functor must be strict weak ordering, but this property is not checked, so it is not difficult to write an erroneous one [16], for example:

```cpp
struct Compare :
  std::binary_function<int, int, bool>
{
  bool operator()( int i, int j ) const
  {
    return !(i < j);
  }
};

struct StringLengthLess :
  std::binary_function<std::string, std::string, bool>
{
  bool operator()( const std::string& a,
                  const std::string& b ) const
  {
    return a.length() <= b.length();
  }
};
```

These functor types can be compiled, and they do not raise exception or assertion at runtime, too. On the other hand, neither is strict weak ordering, especially as they do not meet the requirement of irreflexivity. The usage of these functors makes associative containers inconsistent:

```cpp
std::set<int, Compare> sc;
sc.insert( 3 );
sc.insert( 3 );
// sc.size() == 2
// sc.count( 3 ) == 0

std::multiset<int, Compare> mc;
mc.insert( 7 );
// mc.count( 7 ) == 0
```
Many standard algorithms can be used for searching in ordered ranges, for instance `binary_search`, `lower_bound`, etc. All of these algorithms are overloaded and they can take a comparison functor as a parameter. These algorithms require strict weak ordering as well.

```cpp
std::vector<int> v;
v.push_back( 4 );
v.push_back( 5 );
// ...
std::sort( v.begin(), v.end(), Compare() );

std::vector<int>::iterator i =
    std::lower_bound( v.begin(), v.end(), 4, Compare() );

if ( i != v.end() )
{
    std::cout << "Not found";
}
```

When we use the erroneous functors, these algorithms cannot find elements in containers, hence they seem to be defective.

However, these examples are the most simplest ones. In case of more complex classes it is much easier to make a mistake.

As a general rule, two comparisons are used in the STL. One of them is called `equality`, and this is based on `operator==`. Algorithms, like `find` use equality when searching. Another one is called `equivalence` and this one is based on the relative ordering of object values in a sorted range. Two objects `x` and `y` have equivalent values with respect to the sort order if neither precedes the other in the sort order, so the following expression is evaluated: `!keycomp()(x,y) && !keycomp()(x,y)` where `keycomp` is the type of the functor.

Let us consider what happens if the strict weak ordering requirement is violated, for example, the functor is based on `operator<=`. When elements are inserted into a `std::set`, the container has to examine if the element is already in the container. The container’s `insert` method uses `equivalence`.

```cpp
s.insert( 3 );
s.insert( 3 );
```

The second call of `insert` evaluates the following expression to check if value `3` is in the set:

`!(3<=3) && !(3<=3)`

The result of this expression is false, that can be interpreted as “3 is not equal to 3”. This fact accounts for the previous strange behaviour of associative
containers. The container finds that 3 is not in the set, so it inserts once more. The set is not set anymore. The set’s count member function cannot find any element that is equal to its parameter. The associative containers become inconsistent this way [pirkelbauer:runtime. This problem itself is not specific to C++, similar mistakes can be made in Java [21].

Adaptable functors are special functors which can be used with functor adaptors, such as not1 or bind2nd [14]. Binder allow us to convert a binary function to a unary function, by binding one of the arguments to a given value (given at runtime). not1 negates the unary predicate, not2 negates the binary predicate, respectively.

Adaptable functors need some extra typedefs, and the adapted functors are generated based on these typedefs. The standard base type templates unary_function and binary_function are responsible to guarantee these necessary typedefs. Thus, the author of a functor class is responsible to make sure if the adapted works properly. It would be more elegant if the these typedefs come from the functor’s operator(). If the template arguments of unary_function or binary_function disagree to the functor’s operator() it may also results in compilation-time or run-time errors.

Let us consider the following predicate:

```cpp
struct AnotherBadPredicate: std::unary_function<int, bool> {
    double x;

    AnotherBadPredicate( const double& d ): x( d ) {};

    bool operator()( const double& a ) const
    {
        return a < x;
    }
};
```

This functor works perfectly, unless it is used without adaptors. However, if we have a vector, and we try to find the first element that is not less than a given value, we can negate the previous predicate:

```cpp
std::vector<double> v;
v.push_back( 2.5 );
v.push_back( 8.3 );

std::vector<double>::iterator i =
    std::find_if( v.begin(), v.end(),
                  not1);
```
std::not1( AnotherBadPredicate( 2.3 ) );

if ( i != v.end() )
{
    std::cout << *i << std::endl;
}

This code snippets highlights that 8.3 is the first element in the vector which is not less than 2.3. This result is faulty because 2.5 is the first element that is not less than 2.5. However, the problem itself the template argument of base template class std::unary_function<int, bool> inasmuch as the generated negated predicate take the parameter as integer value. In the negated functor 2.5 as integer is 2 and it calls the original functor with this value. The original functor takes the parameter 2.0 as double value and 2.0 < 2.5 is true, so it returns true. The generated functor negates this result, thus std::not1( AnotherBadPredicate( 2.3 ) ) return false when it takes 2.5 value. However, this root cause of this problem is the duplication. The author has to repeat the type of operator()'s argument types. If it disagrees it could make the negated functor erroneous. The compiler should deduce the parameters of operator() to avoid this kind of problems. However, if the two different types cannot be converted it results in compilation errors. One of the aims of our framework is detect this problem at compilation time.

3. Safe functors

In this section we present our framework approach to test functors at runtime if they are strict weak ordering.

Our approach is based on object-orientation and inheritance because functors typically are inherited from std::binary_function or std::unary_function class templates, therefore this approach is plausible. Functor adaptors, such as std::not2 to negate predicates, take advantage of some typedefs that comes from the base type. For instance, standard functor types are written this way. So we can take advantage of the automatic call of the base class's default constructor.

The type of functor is passed to the strictWeakOrdering class template as well as the type of parameter of its operator(). We force the base object to be the instance of subtype's class, which is the type of functor actually. We take advantage of static_cast which is able to do casts between pointer types. This is not a problem in this case because we designed this class to be superclass. We can call the functor's operator() this way. We assume, that the type T has default constructor. It is not serious restriction because most classes do have default constructor. Note, we cannot take advantage
of virtual functions or `dynamic_cast` because in constructors only the static type is available. Unfortunately, we cannot use `static_cast` without pointers because it would create a new object which has to be evaluated with our approach. This means an infinite recursion. Our approach is based on *curiously recurring template pattern (CRTP)* [1]. This pattern replaces the dynamic polymorphism with compile-time mechanism [7].

This way we create a test case that is evaluated when the functor object is constructed. If the testcase fails it throws an exception, otherwise, it does not mean necessarily that the functor itself is perfect. However, most of erroneous functors fail on this test because typically the irreflexivity is violated, and our approach focuses on this characteristic. Moreover, specializations can be created for more complex testcases.

Only the `operator()` is called after a `static_cast` operator. This is quite reasonable and negligible overhead for safety functors [20].

So, First, we create a new exception type:

```cpp
struct bad_functor_exception
{
    // ...
};
```

After we develop the essence of our approach:

```cpp
template <class T, class functor_to_check>
struct strict_weak_ordering
{
    strict_weak_ordering()
    {
        if ( static_cast<functor_to_check*>( this )->
            operator()( T(), T() )
        )
        {
            throw bad_functor_exception();
        }
    }
};
```

The `strict_weak_ordering` template class is easy to use when one writes a new functor type. The new functor type must be inherited from the instantiated `strict_weak_ordering` class. This way this approach is non-intrusive.

```cpp
struct Compare :
    std::binary_function<int, int, bool>,
    strict_weak_ordering<int, Compare>
```
As mentioned before, specializations can be created for specific types. In the specializations more complex test cases can be evaluated. But if we increase the number of test cases the runtime overhead increases, too. Let us consider the following examples:

```cpp
template <class functor_to_check>
struct strict_weak_ordering<int, functor_to_check>
{
    strict_weak_ordering()
    {
        functor_to_check* p = static_cast<functor_to_check*>( this );
        if ( p->operator()( 3, 3 ) ||
             p->operator()( 22, 22 ) )
        {
            throw bad_functor_exception();
        }
    }
};

template <class functor_to_check>
struct strict_weak_ordering<std::string, functor_to_check>
{
    strict_weak_ordering()
    {
        const std::string test = "Hello World";
        if ( static_cast<functor_to_check*>( this ) ->
             operator()( test, test ) )
        {
            throw bad_functor_exception();
        }
    }
};
```
External testing frameworks are also able to check these properties [17]. But external testing frameworks typically need external tools [6]. Our approach does not require any external tool, programmers have to design functors by inheritance which is straightforward as mentioned before. With our approach the average user of the library can write functors safely without any testing framework and difficult mathematical background. Our approach works perfectly automatically, too.

4. Adaptable functors

In this section we present how our framework can be used to write perfect adaptable functors.

Compilers cannot emit warnings based on the erroneous usage of the library. STLlint is the flagship example for external software that is able to emit warnings when the STL is used in an incorrect way [10]. We do not want to modify the compilers, so we have to enforce the compiler to indicate if an adaptable functor type is defective. However, static_assert as a new keyword is introduced in C++0x to emit compilation errors based on conditions, but no similar construct is designed for warnings.

```cpp
template <class T>
inline void warning( T t )
{
}

struct IMPROPER_FUNCTOR_BASE
{
};

// ...

warning( IMPROPER_FUNCTOR_BASE() );
```

When the warning function is called, a dummy object is passed. This dummy object is not used inside the function template, hence this is an unused parameter. Compilers emit warning to indicate unused parameters. Compilation of warning function template results in warning messages, when it is referred and instantiated. No warning message is shown if it is not referred. In the warning message the template argument is referred.

Different compilers emit this warning in different ways. For instance, Visual Studio emits the following message:

```cpp
warning C4100: ’t’: unreferenced formal parameter
...
see reference to function template instantiation ’void
warning<IMPROPER_FUNCTOR_BASE>(T)’
being compiled

    
    with
    
    [  
        T=IMPROPER_FUNCTOR_BASE
    ]

    And g++ emits the following message:
In instantiation of ’void warning(T)  
   [with T = IMPROPER_FUNCTOR_BASE]’:  
... instantiated from here
... warning: unused parameter ’t’

Unfortunately, implementation details of warnings may differ, thus no uni-
versal solution to generate custom warnings.

This approach of warning generation has no runtime overhead inasmuch
as the compiler optimizes the empty function body. On the other hand – as
the previous examples show – the message refers to the warning of unused pa-
rameter, incidentally the identifier of the template argument type is appeared
in the message.

C++ metaprogramming facilities are able to detect if the parameter types
of the operator() suit to the template arguments of the base class [22]. They
are not necessarily the same because references and constant references can be
used as functor arguments, but in this case no references or constant references
given as template arguments [14]. We can generate warnings with the previous
approach [25].

First, we present the framework for unary functors that checks if the base
type is proper for the operator():
template<bool b, class Fun>
struct __WARNING
{
    __WARNING()
    {
        warning( IMPROPER_FUNCTOR_BASE() );
    }
};
template <class Fun>
struct __WARNING<true, Fun>
{  

template <class Fun>
class __check_unary_adaptability
{
  typedef BOOST_TYPEOF(&Fun::operator()) f_type;

  typedef typename
    boost::mpl::at_c<
      boost::function_types::parameter_types<f_type>, 1>::type
  arg_type;

  __WARNING< boost::is_same<
      typename boost::remove_const<
        typename boost::remove_reference<arg_type>::type>::type,
      typename Fun::argument_type>::value, Fun > w;
};

#define CHECK_UNARY_FUNCTOR(F) __check_unary_adaptability<F>();

The utility class template __WARNING takes a compile-time boolean parameter, and if value of this parameter is true __WARNING does not generate warning. Otherwise it instantiates the warning generator function template, thus programmer gets a compilation warning. It is also takes the type of the functor to be presented in the generated error warning. The core class template is __check Unary Adaptability which extracts the type of parameter of the functor's operator() and named as arg_type [13]. It also retrieves the functor's inner typedef called argument_type which set by unary_function. Set type is template argument of unary_function. After that, it passes the condition of the two types are proper to the __WARNING. The proper parameter type means, that we should remove the const and & modifiers from the declaration of the parameter of operator(). Unfortunately, we have to start the verification manually, therefore a comfortable macro is present.

The following code snippets aims at the verification of binary functors:

template <class Fun>
class __check_binary_adaptability
{
  typedef BOOST_TYPEOF(&Fun::operator()) f_type;

  typedef typename
    boost::mpl::at_c<
boost::function_types::parameter_types<f_type>, 1>::type
arg1_type;

typedef typename
boost::mpl::at_c<
  boost::function_types::parameter_types<f_type>, 2>::type
arg2_type;

__WARNING< boost::is_same<
  typename boost::remove_const<
    typename boost::remove_reference<arg1_type>::type>::type,
  typename Fun::first_argument_type>::value, Fun > w1;

__WARNING< boost::is_same<
  typename boost::remove_const<
    typename boost::remove_reference<arg2_type>::type>::type,
  typename Fun::second_argument_type>::value, Fun > w2;
};

#define CHECK_BINARY_FUNCTOR(F) __check_binary_adaptability<F>();

This class template is similar to the previous one, but this one uses
first_argument_type and second_argument_type set by binary_function.

With our framework adaptable functors can be written safer because if the
base class does not suit to the definition of operator() compilation warning
is generated. The only limitation is the user of the framework has to start the
verification manually. Our future work is to eliminate this limitation.

5. Conclusion

STL is widely-used standard C++ library based on the generic program-
ing paradigm. STL increases efficacy of C++ programmers mightily be-
cause it consists of expedient containers and algorithms. On the other hand,
improper application of the library results in undefined or strange behaviour.

Functors play an important role in the STL because they enable to execute
user-defined code snippets in the library without significant overhead.

In this paper we detail a typical approach that results in a quite incompre-
hensible behaviour based on the functors’ requirements. We show the back-
ground of the problem and argue for a non-intrusive approach as a plausible
solution. Our solution has minimal overhead at runtime, but makes the usage
of functors much safer.
Our framework also includes utilities that make the development of adaptable functors safer. Our approach is able to detect if the base class of the functor does not suit the functor at compilation time. Compilation warning is emitted, if a mistake is detected.
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